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CHAPTER I 

Background of Grant 

Grant NGR-44-005-039 was given by the National Aero- 

nautics and Space Administrations to the University of 

Houston on May 17, 1966. The principal investigator was 

R. D.  Shelton. The grant was for the amount of $51,356 and 

was to run for one year., A renewal b7as received on February 

26, 1967 to support the project for a second year with the 

amount of $52,458. 

The title of the grant was "Advancement of the General 

Theory of Multiplexing with Applications to Space Communi- 

cations". Originally, the grant consisted of three major 

tasks: 1) development of new methods of signal multiplexing, 

2) performance comparison of new multiplexing systems with 

conventional systems, and 3) application of the best of these 

new techniques to the design of a modulation and multiplex- 

ing system for the Apollo Applications Program. In the 

second year the grant activities consisted primarily of 

applications of techniques developed in the first year to 

space communication system design, and further analysis of 

problem areas uncovered during the first year. 
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Most of the grant results have been previously reported 

in'detail. Table 1-1 lists the seven technical papers pre- 

sented by grant personnel based on their work. Copies have 

been sent to NASA. In addition, three lengthy semi-annual 

progress reports have presented detailed results not covered 

in technical papers. The six Master's theses and three 

doctoral dissertations listed in Table 1-2 also cover work 

done on the grant. Close coordination was maintained with . 

personnel of the Information Systems Division of the Manned 

Spacecraft Center by means of monthly letter progress re- 

ports and two oral presentations. Finally, this report 

. contains an extensive amount of material not previously 

included in the reports to NASA. 

In addition to the technical accomplishments summarized 

above, there are many other benefits for a grant of this 

type. Table 1-2 lists twelve degrees granted to personnel 

supported at one time by the grant. Two other persons 

listed, B. H. Batson and N. K. Tomaras, never received sal- 

aries from the grant but were supervised by grant personnel, 

and their work was directed toward the goals of the grant. 

It should be noted that the three doctorates awarded to 

grant personnel are the first Ph.D. degrees awarded in 



4 

electrical engineering by the University of Houston. 

Thus, this grant was instrumental in development of the 

doctoral program at the University. In Table 1-3 are 

listed eight other students who were assisted toward degrees 

by grant support. Several faculty members made contributions 

to the grant: Doctors R. D. Shelton, H. S. Hayre, E. L. 

Michaels, J. D. Bargainer, and N. M. Shehadeh. Their time 

was provided free by the University, except during the 

summer terms. One of the greatest potential benefits of 

this program is the familiarity these men gained with NASA 

systems and their problems, as these faculty members now 

supervise the thesis research of a number of NASA engineers. 

Finally, one fulltime secretary assisted greatly with the 

clerical work - Mrs. S. Mitchell during the first year and 

Mrs. A. Roach during the second. 



5 

TABLE 1-1. 

CONFERENCE PAPERS PRESENTED BY GRANT PERSONNEL 

April 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

October 1 9  6 7  

March 1 9 6 8  

March 1 9 6 8  

"Orthogonal Multiplexing SWIEEECO T.Williams 
Systems Based on Easily- Dallas R. D . She lton 
Generated Waveform" 

"Analog and Digital Com- IEEE Interna- S.Riter 
puter Simulations of tional Commun- T.Williams 
Multiplex Systems Per- ications Con- R.D.Shelton 
f ormance" ference,Minne- 

apolis 

"Communications Systems 1 9 6 7  Symposium S.Riter 
for Manned Interplanetary of the American R.D.Shelton 
Explorations Astronautical 

Society , Hunts- 
ville, Ala. 

"T.V. Systems for Manned EASTCON E.L.Michaels 
Interplanetary Missions" Washington,D.C, 

"Some Binary Cyclic Codes" Princeton In- N .M. Shehadeh 
formation 
Theory Confer- 
ence 

"A Jump-Search Procedure Princeton In- N.M.Shehadeh 
for Sequential Decoding" formation C.Q.Ho 

Theory Confer- 
ence 

September 1 9 6 8  "Noise Performance of EASTCON S.Riter 
Practical Phase Reference Washington,D.C. 
Detectors for PSK Signals" 
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TABLE 1-2. 

DEGREES GRANTED TO GRANT PERSONNEL WITH THESIS SUBJECT 

DATE NAME 

September 1 9 6 7  L.Puigjaner 

June 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

June 1 9 6 7  

August 1 9 6 7  

August 1 9 6 7  

June 1 9 6 8  

June 1 9 6 8  

June 1 9 6 8  

June 1 9 6 8  

W. L. Hon 

S .  Sloan 

C a Osborne 

W.Trainor 

J.Froeschner 

S. Riter 

R.D.Shelton 

B.H.Batson 

T.Williams 

M.A.Smither 

S.Riter 

N.K.Tomaras 

W.L.Hon 

DEGREE THESIS SUBJECT 

M.S. 

B.S. 

B.S. 

B.S. 

B.S. 

B.S. 

M.S. 

Ph.D. 

M.S. 

Ph.D. 

M.S. 

Ph,D. 

M.S. 

M.S. 

Analytic Signals in Multiplexing 

Optimum Multiplexing for a Space Com- 
munication System 

A Study of Optimum Multiplexing Systems 

Signal Design for a Communication 
System 

Realization of Optimum Multiplexing 
Systems 

Data Compression 

Modulation Optimization for Space 
Communication 

Review of Television Systems 

Carrier Synchronization 
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NAME 

S.Z.H.Taqvi 

1.D.Tripathi 

C,Q.Ho 

P .Weinreb 

S.Wade (technical writer) 

S.Vaharami 

M.L.Butler (draftsman) 

J.C Hennessy (draftsman) 

TABLE 1-3. 

ADDITIONAL STUDENTS SUPPORTED BY GRANT 

MONTHS ON GRANT WORKING TOWARD DEGREE 

16 

12 

Ph.D. 

Ph.D. 

9 Ph.D. 

4 Ph.D. 

12 M.A. 

4 B.S. 

9 B.S. 

9 B.S.  

. .  
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CHAPTER I1 

ORGANIZATION OF FINAL REPORT 

This report can be divided into two parts. The first 
part, Chapters I11 through IX represents work conducted by 
Dr. T. Williams and is concerned with the realization of 
optimum orthogonal multiplexing systems. The second part, 
Chapters IX through XI, represents work conducted by Dr. 
S. Riter and represents an application of the theory of or- 
thogonal multiplexing to the solution of a number of unre- 
solved problems common to systems such as the Apollo unified 
S-band communication system. 

Part I. 

able for use in orthogonal multiplexing systems are derived. 
The functions are selected on the basis of ease of imple- 
mentation since orthogonal multiplexing systems perform 
equally well for all signal waveshapes in channels with 
white Gaussian noise. 

ships derived for message distortion due to time, frequency, 
and amplitude truncation. The orthomux system was also sim- 
ulated on an IBM 7090 digital computer using DSL-90 simulation 
language to evaluate the effects o€ realistic channel models. 
Examples of the computer programs are enclosed. 

It was found that the real exponential set is the most 
easily realized signal set from the standpoint of equipment 
simplicity, A discussion of the performance of this set 
given along with the performance of a set derived using 
powers of t. 

In Part I. several sets of orthonormal functions suit- 

The functions are analyzed and mathematical relation- 

Part- 11. 

for realizing a multiplexing system patterned. after the USB 
system, and answers a number of previously unresolved ques- 
tions concerning the choice and performance of the data de- 
tector and the effect of probabilistic coding of the data 
signals. From this work a few general conclusions can be 
drawn. 

For the system mentioned the best multiplexing process 
is FDM. The best modulation technique is PN however, under 
certain circumstances AM will perform satisfactorily and 

In Part 11. Dr. Riter developes general design criteria 
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certainly deserves serious consideration in the design of 
any system. Whether PM or AM is chosen coherent detection 
will be used to recover the information signal and conse- 
quently the designer must insure that sufficient energy is 
placed in the carrier reference signal. It is shown in 
Chapter IX that if a second order phase lock loop is used 
to recover the reference then a signal to noise ratio of 
10 to 13 decibels in the noise bandwidth of the phase lock 
loop is in a sense optimum. 

In Chapter X the effects of random phase and timing 
errors on the detection of the PSR signals are studied. 
It is shown that of the two the phase errors are considerably 
more significant. It is also shown that at l o b 7  signal to 
noise ratio the optimum estimator of the phase of a PSK 
signal can be realized with a Costas loop, and that at high . 

signal to noise ratios although the receiver structure is 
different the performance of the two receivers is for all 
practical purposes identical. In addition, it is shown that 
at low signal to noise ratios the Costas loop gives slightly 
improved performance over the squaring loop (the more con- 
ventional circuit) but that at higher signal to noise ratios 
the performance is again nearly identical. It is concluded 
that although the squaring loop is not the best detector on 
a statistical basis that due to it's ease of implementation, 
current use in many practical systems, and demonstrated sat- 
isfactory performance one is hardly justified in going to 
more sophisticated techniques if a few simple design rules 
are followed. 

ment in performance for the PSK channel with random coding 
are developed and discussed. In general it is shown that 
startling improvements in performance are obtainable if the 
designer is willing to pay the price of high equipment com- 
plexity and lower information rate. 

In Chapter XI relationships for determining the improve- 
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CmPTER 111 

ORTHOGONAL MULTIPLEXING 

Introduction 
Multiplexing is the combining of several messages 

in such a way that they can be transmitted over a channel 
on a single carrier and then be individually recovered at 
the receiver. The only multiplexing techniques which have 
been used to any great extent in the past are frequency 
division multiplexing and time division multiplexing. 
Since the recovery of the individual signals at the receiver 
is based on the orthogonality of the signals, and since 
there exist many types of orthogonal functions, then many 
other multiplexing schemes may be devised. Ballard (1962) 
analyzed a system based on the Legendre polynomials. The 
general orthogonal multiplexing technique was referred to 
as "orthomux." A search of the literature shows that very 
little has been done in the orthomux field to determine the 
relative advantages of the various possible systems with 
regard to implementation and performance. 

is based on the integral 
The operation of an orthogonal multiplexing system 

rn 

13-11 

where 0 .  (th is the ith channel transmitted signal and 0 .  (t) 
is the 'jt 
usually the signals are orthonormal; that is, each signal is 
amplitude normalized so that K is one. This distributes the 
power equally among the signals in order to create an equal 
signal-to-noise ratio condition. The system operation is 
explained by Figures (3-1) and (3-2). The orthomux system 
i s  a pulsed system in that each block in the transmitter 
and receiver operates over a period of time T and then.resets 
and starts another cycle. Identical orthogonal function . 
generators are used in the transmitter and receiver to pro- 
duce the set of orthogonal functions required for system 
operation. The transmitter and receiver operate in frequency 

channel signal generated by the receiver, aAd 
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Transmitter 
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Figure 3 - 1 .  General orthogonal multiplex system 
Transmitter ', 
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synchronism, with receiver operation delayed in time 
enough to accomodate signal propagation time, A single 
message would travel through channel one, for instance, 
of the transmitter system in this manner: 

(1) The message input of channel one of the trans- 
mitter Ml(t) is sampled and the sampled value 
is held for one cycle of operation as the con- 
stant value M I  (t) ; 

thogonal signal O,(t) from channel one to form 
MI (t) 0 1  (t); this product is then added to the 
signals of the other channels to form fm(t). 
This composite signal is sent to the link trans- 
mitter for final processing before transmission 
over the path to the receiver. This might en- 
tail shifting the en-tire signal spectrum to a 
high frequency for transmission over a radio 
link, for example. The entire process described 
above is repeated continuously for each channel . 
of the system. A timing signal generated by the 
transmitter controls the sequence of operations 
in the transmitter and the receiver, At the 
receiver, the received message is processed to 
recover the composite message signal fm(t), 
system timing information, and any other informa- 
tion necessary to recover the individual channel 
messages. The synchronized receiver generates 
a set of orthogonal functions identical to those 
in the receiver but delayed in time by propaga- 
tion time, as shown in Figure ( 3 - 2 ) .  The mess- 
age in channel one is recovered in the follow- 
ing way : 
(a) The first orthogonal function is multiplied 

(2,) The message sample is multiplied with the or.-- 

with the composite input message to form 
0, (t)fm(t) i 

(b) This product is integrated to produce the 
expression 

T 
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F igure  3-3. A set of b i n a r y  or thogonal  waveforms 
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Figure 3 - 4 .  Sinusoidal Orthogonal Waveforms Suitable 
for Use in a Frequency Division Multiplexing 
System 
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which upon expansion of fm(t) becomes 

(c) Finally, the receiver samples the integ- 
rator output at time t=T, and the sampled 
output is smoothed as one of a stream of 
levels of period T, by a smoothing net- 
work whose output is PIT (t). 

The difference between Pif (t) and M I  (t) is the channel 
error. The smoothing filter is not needed in the case of 
digital messages. Figures (3-3), ( 3 - 4 ) ,  and (3-5) show 
functions suitable for use in an orthomux system. 

Davenport and Root show that the optimum process for 
the detection of a signal in the presence of additive white 
Gaussian noise is a correlation process, where the shape of 
the signal and time or arrival of the signal at the receiver 
are known, and the information is amplitude modulated. 
Specifically, the correlation process maximizes the signal- 
to-noise ratio or in the case of a digital signal, it mini- 
mizes the probability of error. This is true for the simple 
baseband channel with additive Gaussian noise. However, if 
the channel differs from this simple channel with unrestricted 
bandwidth, then the optimum multiplexing system depends on 
the assumptions made about'the channel itself. For the simple 
baseband channel with additive white Gaussian noise a l l  the 
orthomux systems perform equally well (Davenport, 1 9 5 8 ) .  
Thus for the simple baseband channel the optimum orthomux 
system would be the system which is relatively simple to con- 
struct. This seems to be the system based on the real expo- 
nential set, since the exponentials are very easy to generate. 
For a channel which band-limits the frequency spectrum of the 
transmitted signals, consideration must be given to the 
problem of the .resultant distortion of the received. message. 
In the case of a peak power-limited channel, the optimum 
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multiplexing system uses binary (digital) waveforms, 
These waveforms have an optimum peak-to-average power 
ratio of one. The types of binary combination methods 
leading to the simplest implementation are also discussed, 

Each of the types of signals which are optimum in 
terms of the considerations discussed above are investi- 
gated as to their implementation in the following chapters. 
In addition several other sets are considered because of 
one or more interesting properties. First a brief review 
of previous applicable work in the area of orthogonal 
multiplexing is given. 

Review of Previous Investigations 

because of the following advantages: 
Interest in orthogonal multiplexing has come about 

(1) Orthogonality of the signals gives a theoret- 

(2) A correlation detection process assures maximum 

( 3 )  Orthogonal multiplexing is optimum in several 

ical minimum of zero crosstalk between channels. 

rejection of noise and interference. 

,practical ways which d-epend on the channel char- 
acteristics. The different orthogonal sets allow 
the designer to select a set on the basis of ease 
of implementation or optimum in the sense of 
peak-to-average-power ratio, for instance. 

Ballard (1962) pointed out that Legendre functions 
may be generated using cascaded solid state circuits. The 
first three Legendre functions are: 

and so forth, where 

. .  [ 3-73 
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Figure  3 - 6 .  The F i r s t  Three Legendre Polynomials 
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Hisher ordered polynomials are obtained using the Rodrigue's 

Note that all 
of one except 

the functions have zero mean and a peak value 
for Pn(x). The first three functions are 

shown in Figure ( 3 - 6 ) .  Even order functions have even 
symmetry and odd order functions have odd symmetry, and 
their orthogonality interval extends from -1 to +l. 

Equations for the frequency spectrum of the Legendre 
polynomials are tabulated in Ballard's paper and the effect 
of filtering or frequency truncation on crosstalk is men- 
tioned in addition to the details of implementation. 

Karp and Higuchi (1963) analyzed a system based on 
the modified Hermite polynomials which are said to have 
superior time-bandwidth compression properties. Their in- 
terval of orthogonality is from t=-.. to t=+m, but the func- 
tions can be truncated in time at the expense of introducing 
crosstalk into the system. This system is complex and there- 
fore its implementation is not simple. The generating func- 
tion for the modified Hermite polynomials is (Karp, 1963) 

. .  
13-91 

Titsworth (1963) has described a Boolean-Function- 
Multiplexed system with the advantage that the average and 
peak powers are the same since it is a digital system. 
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CHAPTER I V  

EXPONENTIAL ORTHOGONAL FUNCTIONS 

In this chapter exponential orthogonal functions 
are analyzed with a view to their application in pulsed 
multiplex systems, The interest in the exponential func- 
tions with real exponents is based on their being rela- 
tively easy to be generated. Methods of implementation 
and performance improvement techniques for this system 
are given later. 

A sequence of functions gi(t), is given below: 

with p as a real positive constant, may be used to obtain 
a set of orthogonal functions Oi(t) over an interval given 
below: 

14-51 



22 

The method by which this set of functions shown in Figure 
(4-1) is obtained is described in Appendix B. 

Time Truncation Crosstalk 
Since the exponentials decay rapidly, it is possible 

to truncate the signal at a finite time T and preserve most 
of their desirable characteristics. This truncation causes 
crosstalk which can be calculated using the basic orthogon- 
ality integral 

T 

The crosstalk is calculated by substituting the defining 
equations for the orthogonal signals in Equation (4-6) 

14-71 

N M  

14-11) 
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where 

=' c r o s s t a l k  term in Mth receiver channel  due ENM (TI 

to the ~ t h  channel  s i g n a l ,  

hplr(T).  = total o u t p u t  of the Mth channel  due to the 

~ ? t h  c h a . n n c ~  s. ignal e 

Figures (4-2) and (4-3) show ENM (T) (crosstalk) variation 
with pT. 

Spectrum 

with basic minimum frequency w l  is given by 
The complex line spectrum of a periodic function 

14-13] 

where B = 0,1,2, 

T = Period of f(t) 

The power spectrum of the Nth exponential function is found 
as follows: 
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Figure 4-2. Crosstalk caused by time truncation of 
exponentially generated orthogonal functions 
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t h e  rea l  exponen t i a l  se t  
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As T becomes large enough to reduce the time truncation 
crosstalk to tolerable limits (less than 5 per cent for 
example), the above equation can be approximated by: 

A substitution of the numerical values for the coefficients 
in Equation (4-16)  results in an expression for the power 
spectrum as given in Equation (4-17). 

where N is the index number of the orthogonal function. 
This equation is plotted in Figure (4-4). The highest 
order exponential of a particular function dominates the 
bandwidth expression because in the time domain the highest 
order exponent is most compressed, or has very short decay 
time . 
Frequency Truncation Crosstalk 

is passed through a filter which causes amplitude or phase 
distortion. 
by passing the exponential function through a one pole RC 

Crosstalk is introduced when the function under study 

The effects of frequency truncation are studied 

filter. The impuise 

h ( t )  = 1 e - t p e  

The real exponential 

response of the network is given as 

I fo r% L 0 

function inputs ei(t) are given by 



29 

for which the output would be 

Figure (4-5) shows the effect of a one pole filter on the 
input signal given by 

. .  

where the O.(t) are the first three of the exponential 
signals. 
for two values of bandwidth. The crosstalk resulting from 
bandlimiting is obtained by substituting Equation (4 -20)  
into Equation (4-6) as 

The graph shows the input signal and the output 

' [4-241 
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The error introduced in a message is shown in Figures (4-6) 
and (4-7) for two values of bandwidth. 

signal caused by the filter is to delay the operation of 
the receiver by an equal amount. The effect of this is 
shown in Figure (4-8). For the correct amount of delay in 
the receiver operation the error is greatly reduced. At 
the point of minimum error the receiver is said to be syn- 
chronized with the incoming signal. 

One way to reduce the error due to the delay of the 

A Lower Bound on pT 
The crosstalk effects of time truncation crosstalk 

on the real exponential set may be studied as given in 
Equation (4-9). 

For large values of pT,  only the first term of 
(4-25) is significant as shown in Figure (4-2) 
rewritten as 

Equation 
and may be 
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The coefficients of the initial terms in Equations (4-2) 
through (4-4) are given by the sequence C l l  = J Z ,  C21= 4 1 5 ,  
C 3 1  = 3 4 6 p ,  and the g.enera1 expression for the Nth channel 
is therefore given by 

and for the Mth channel the expression is 

The worst case of crosstalk occurs for M=N channels so that 
Equation (4-28) becomes 

. 14-34] 

This equation is plotted in Figure (4-9) for several values 
of t: (T), and the lower bound on pT necessary for a required 
amou%! of crosstalk due to time truncation can be readily 
selected from this figure. 

set is now compared with that of common multiplex systems. 
The Nyquist sampling theorem states 

The bandwidth of a system based on such an exponential 
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Figure 4-11. The function is shown limited at a peak 
amplitude of fm(t)=IAl for O<t<T1 - -  and T2<t<T3. - -  
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where Bm is the message bandwidth and T is the sampling 
period. Equation (4-17) yields an expression for system 
bandwidth given by 

A minimum sampling rate given by Equation (4-35) is used 
for purposes of comparing the various systems. A sub- 
stitution of Equations (4-35) and (4-37) in Equation (4-34) 
yields . 

14-39] 
. 

Equivalent expressions for other systems are given below 

Bs -" 2M'Rm fo r  ordinary frequency divisian 

multiplexing, [4-40 ] 

The results in the form of bandwidth versus number of channels 
are shown in Figure (4-10). 

Peak Limiting Distortion 

the composite waveform given by 
Figure (4-11) illustrates peak amplitude limiting of 
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JR = number of channels 

Clipping results in a system when the peak amplitude capa- 
bility of the system is exceeded, and it may occur during 
one or more intervals of each period of operation of the 
repetitive system. The peak signal amplitude of the real 
exponential set occurs at the t=O and increases as the 
number of functions increase. The peak amplitude of the 
individual members of the real exponential set at t=O is 
shown by Figure (4-12), Amplitude limiting of f (t) causes 
distortion, and the equation for the receiver ouvput in the 
case of amplitude limiting to the value of 

fm(t) = +A 

where A = constant in the interval 0 < t < T ,  is - - 

' .  
where T1 = time at which limiting ceases 

T = pulse period 
m$ (T)  = output of Jth channel at receiver. 
An expansion of Equation ( 4 - 4 3 )  yields 

[4 -44 ]  
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and on evaluation of this integral one obtains 

3 

k=l. 
c 

(4-13) shows the effect of peak amplitude 
limiting 6n channel response in the form of percent error. 
For a three-channel system, the error is less than 5 per 
cent if the amplitude is allowed to reach 70 per cent of 
its peak value. 
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THE ORTHONORMAL POLYNOMIAL SET 

The circuitry necessary to generate polynomial sets 
is relatively simple because its elements are linearly 
independe.nt functions like 

l p  G o  0 e s p t", b 0 & '  z5-11 { t o  B 
d 

This set can be generated using analog integrators and 
amplifiers. A general polynomial would be of the form 

N 
(5-21 

j 

An example of such a set are the Legendre polynomials which 
form the basis for an Orthomux system described by Ballard! 
(1962). The first few Legendre polynomials are 

with the orthogonality interval of -1 < x < 1. If the follow- 
ing substitution is made for x in the above equations; 

x k -.z) T [5-61 

the orthogonality interval becomes 

O < t < T  - - 

and the polynomials take on the form 

O J t j  = a 
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The system should have equal power in each channel, so it 
is necessary to normalize these functions, and it is done 
by evaluating the integrals 

to obtain as 

e 

* 
e 

i 
I 

[s-la] 
Therefore these functions 01, 0 2 r  . * . ,  0 ,... do not have 
the same value at t=T. 
become 

The orthonormal Eegendre polynomials 

[5-%2] 

1 

and this set would have equal power distribution in each 
channel. It is necessary to produce stable positive and 
negative voltages to set the initial values of the ordinary 
Legendre polynomials. A different voltage must be derived 
from the reference voltages for each of the polynomials in 
the modified set because the initial values are all different. 

Zero Initial Value Set 
In this section another polynomial set has been con- 

structed using the Gram-Schmidt procedure, where each func- 
tion has an initial value of zero as shown in Appendix B. 
The first three polynomials are 
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Figure 5-1. The First Three Polynomials of the Zero 
Initial Value Set 
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where T is norm3lized to unity. 
is (t1,t2,. e. ,t , - .  .) and Figure (5-1) shows the first 
three functions of the zero initial value set. 

The base set used here 

System Bandwidth Requirements 

for the polynomials functions discussed above. In general, 
An expression for the power density spectrum is 

I 

and the Fourier coefficients aNk are given .below 
f 

a $1 21tk cos(awlk)de @ fs a 8 ,  
€3 0 

2 66 xz .+ bi 
Integration by parts yields the following: 

which can be easily calculated by a computer program. The 
first two calculations give the following results for Ol(t) 
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Figure  5-2. An implementation of the polynomial set 
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The dominant term in 
of is given by 

the above equations for large values 

where N is the index 
. . *  . An evaluation 
frequency truncation 

number of the function and f3 = 0,1,2, 
of the crosstalk in a system due to 
is easily done by a computer program 

for-each-filter. The bandwidth of the simulated filter 
should be varied from a minimum value given by fo = 1/T, 
which is the system repetition rate, to an upper limit of 
approximately ten times the minimum value or until the dis- 
tortion reaches tolerable values. There is no crosstalk 
due to time truncation for a system based on the zero initial 
value set of polynomials since the interval of orthogonality 
will be the same as the system period. Thus crosstalk would 
occur due only to amplitude and frequency truncation and 
interference. 

Peak Vo1tag.e 

channel for the orthogonality interval, and the peak value 
for On(t) occurs at t equal to unity and is given by 

The zero initial value set has unit energy in each 

This makes it evident that the problem of peak voltages 
poses a very serious limitation, and it becomes more serious 
when the composite signal is formed by summing the various 
individual polynomials.. 

Implementation 
The orthomux system based on polynomials can be built 

using analog integrating circuits. Figure (5 -2)  shows a 
block diagram of such a system based on such polynomials. 
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CHAPTER VI 

AN ORTHOGONAL DIGITAL SYSTEM 

The preceding chapters dealt with analog signal 
sets suitable for use in an orthogonal multiplexing system, 
and now a possible orthomux system using orthogonal digital 
waveforms is discussed. Formation of sets of orthogonal 
digital functions suitable for such a system will be em- 
phasized.. 

A digital orthomux system is designed in the same 
manner as an analog system, in that the code words used 
are orthogonal to each other. An example of an orthonormal 
set suitable for use as a basis for an orthomux system is: 

R = ] R ~ , R ~ ,  ...I r.6 -1 1 
1.6-2 1 N R ~ =  Sgn I~in(2 vt) ] 

This is the family of Radamacher functions, and their region 
of orthogonality is 0 - < t - < 1. The Sgn function is defined 
as 

Sgn(a) "" 0 (a = 0) ' 

The first three Radamacher functions are shown in 
Figure 6-1. A simple method of forming an orthogonal binary 
set is by employing the Hadamard matrix. A Hadamard matrix 
is a square matrix whose elements are restricted to take on 
values of.plus or minus one, and has the property that the 
r o w  vectors (as well as the column vectors) are mutuallykor- 
thogonal. Formation of Hadamard matrices of the order 2 
where k is an integer equal to or greater than zero is possi- 
ble using the relationship 
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For example, H1 can be immediately written as H 1 = [ 1 ]  
H1=[*0:1. If H1=[ ,11  is selected, the matrix H2 takes the 
form 

(or 

and the matrix H 4  is given by 

a !  a 1 1 I 

09 

and so on. A useful definition of correlation for binary 
waveforms is 

P = A - B  [6-7] 

where 
A = number of like terms, and 
B = number of unlike terms. 

Application of this definition to Equation [.'6-6] shows 
that either the row vectors or column vectors are a suitable 
set of functions for an orthogonal multiplexing system. Another 
set of orthogonal waveforms is given by 

F p =  [ a .  5 1, 1, . -11 

If the value zero is substituted for the positive ones in 
Equation [6-81, the resulting orthogonal set is recognized 
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as that used in time division multiplexing. In all these 
orthogonal gigital codes, n information bits are trans- 
mitted in 2 symbols. Time division multiplexing can have 
the optimum peak-to-average power ratio of unity, However, 
it requires more accurate synchronization of the receiver 
in order to prevent excess message distortion, since the . .  
energy of each message is concentrated in a narrow time span. 
Systems using Equation 16-61 as a basis have the advantage 
of having,the impulse noise distributed evenly among the 
channels and thus the synchronization problem becomes less 
critical. 

by using cascaded bistable multivibrator circuits which give 
the outputs of Equation 16-21 as shown in Figure (6-1). The 
additional waveforms which must be formed to complete the 
orthogonal set are formed by combinational logic blocks. An 
eight-channel code is given by 

Implementation of the digital system is accomplished 

! 

G 4 1  0 0 a. 0 a. a. 03 . 
I . .  . 

where DC is a level, and A, B, and C are formed by cascading 
an astable multivibrator and two bistable multivihrators. 
D, E, F, and G are derived from A, B, and C, using and-or 
logic circuits which satisfy the Boolean functions given by 
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Figure  6-1. Logic c i r c u i t r y  f o r  r e a l i z a t i o n  of an 
or thogonal  d i g i t a l  set 

.r. _. . 
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E = 9 AC! 

[6-101 

[6--11] 

F = fi" E -4- BC 'f 6-12] 

F f6-131 
1 .  

A message can be impressed on an orthogonal function 
by transmitting either the function or its inverse, which 
is formed by passing the function through a simple inverting 
amplifier or by ordinary analog methods. A digital system 
does not require analog multipliers in either the transmitter 
or receiver, since multiplication by plus or minus one can 
be accomplished by a selective inverting amplifier controlled 
by the appropriate orthogonal waveform. 
digital system it is possible to devise a method of combining 
the orthogonal functions by means of a Boolean logic trans- 
formation. Titsworth (1963) has proposed a system employing 
a majority logic in the transmitter to combine the channel 
waveforms and correlation dectection in the receiver. The 
advantage of such a system is that the peak-to-average power 
ratio is unity as is the case with time division multiplex- 
ing, and hard limiting at the receiver is possible. This is 
not an orthomux system and, according to Titsworth, perform- 
ance is about two decibels poorer than the systems previously 
discussed. 

In the case of a 
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CHAPTER VI1 

TECHNIQUES TO IMPROVE SYSTEM PERFOHUNCE 

The performance of orthomux communication systems 

(1) the finite time truncation of a signal set with 

(2). large peak-to-average signal voltage ratio, and 
( 3 )  excessive bandwidth requirement of the signal 

These factors are often responsible for distortion of the 
received messages, since crosstalk is the inevitable result 
of time, amplitude, or frequency truncation of the transmitted 
signal. If the resultant distortion becomes intolerable, it 
is necessary to take steps to improve the system performance, 
and this chapter is a discussion of methods to achieve this 
objective. 

Finite Time Truncation 

orthogonal over an infinite interval. The reason for this 
is that the system parameters can be selected so that the 
crosstalk is tolerable at the minimum truncation time, and 
therefore will be less for longer truncation times. Thus, 
a basic system may be operated at any repetition rate below 
some maximum value. In some cases it may be desirable to 
completely eliminate the crosstalk due to time truncation, 
and this can often be accomplished by applying the Gram-Schmidt 
procedure to the linearly independent set of functions which 
are used to construct an orthonormal set of functions under 
consideration. For instance, consider the real exponential 
set given by Equation 14-5lwhich has an orthogonality inter a1 
of 0 < t < a . The first two functions of the real exponen- e ,..., e 
tial set orthonormal over the interval 0 < t < T were calcu- 
lated using the Gram-Schmidt procedure outlingd in Appendix B, 
and are given by: 

may be limited because of the following factors: 

an infinite orthogonality interval, 

set. 

It is sometimes desirable to use a signal set which is 

The linearly independent set is given by e -PY , -2pt- - -lipt 

! 
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t T t T 

Figure 7-1. Waveforms formed in the transmitter 
and receiver 
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where 

-3pt ... 
C s 1 - e  

. .  

T ;= Orthogonality fn te rva  
t 

p = System Parameters i 

These f u n c t i o n s  may be expressed  i n  t h e  fo l lowing  form: 

s" e e-Pk / I  j7-31 

where 

c ia.ppJ+ 

and 

It i s  e v i d e n t  t h a t  r educ ing  t h e  o r t h o g o n a l i t y  i n t e r v a l  f r o m  
an i n f i n i t e  t o  a f i n i t e  va lue  does n o t  i n c r e a s e  t h e  complex- 
ity of t h e  c i r c u i t r y  r e q u i r e d  t o  g e n e r a t e  t h i s  set of func- 
t i o n s .  The c r o s s t a l k  due t o  t i m e  t r u n c a t i o n  i s  completely 
removed and t h e  system performance improved by a correspond- 
i n g  amount, however. T h i s  g e n e r a l  r e s u l t  f o r  + .  may be ver i -  
f i e d  by a l lowing  t h e  i n t e r v a l  T t o  i n c r e a s e  wi thout  bound 
u n t i l  i n  t h e  l i m i t  B = C = D = 1, and t h e  o r thogona l  f u n c t i o n s  
become 
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Peak-To-Average Ratio 
A Dractical communication system has a finite allow- 

able peak-to-average power ratio and if operation is attempted 
outside this limit, the transmitted signal is subject to 
amplitude limiting resulting in message distortion. A certain 
amount of amplitude limiting is tolerable in order to assure 
the maximum utilization of the transmitter capability. A 
knowledge of the amplitude distribution of the message signals 
is very useful in this connection and can sometimes be ob- 
tained. The simulation program given in Appendix C is used 
to determine the exact message distortion of each channel as 
a function of amplitude limiting. Typical values of peak 
signal levels are given below for several orthonormal sets 
with N representing the number of channels and T the magnitude 
of the orthogonality interval: 

(1) for time division multiplexing V (peak), the com- 
posite signal peak is given by 

V(peak) = Jm 

(2) for frequency division multiplexing, 

( 3 )  for the real exponential set which is orthonormal 
over the interval 0 < t < 0 0 ,  the peak value +k of 
the kth signal of the set, is given by 

6, (peak) = J2pk 

and the composite signal peak is given by 
N N 

k=l k=l 
 peak) = 1 +k = J2p 1 JFC 

17-51 I 

17-10 I 

i 

(4) for the polynomial set given by Equations 17-14], 
17-151, and 17-161 the composite peak value is 

N J2k + 1 
k=l J T T  

V(peak) = 1 17-11 I 
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There are several methods which may be capable of 
lowering the peak signal value of an orthomux system. 
Each particular orthomux system needs to be examined, 
since all the techniques are not suitable for all systems. 
In the case of frequency division multiplexing, it is clearly 
desirable to use sine functions rather than cosine functions 
as the orthogonal set, for the peaks of the sine functions 
occur at different points in the orthogonality interval and 
thus the peak value of the sum of the sine function sub- 
carriers is less than the cosine functions. The peak value 
for the cosine set is 

N 

where for the sine set it is 

N 

where 
. .  . .  

N = total number of channels, and 
A = peak value of the individual channels. 

The peak value for the normalized sine function set is shown 
in Table 7-1. 

utilizes bandwidth two times as effectively as the sine-only 
system and also has a lower peak signal value for an equal 
number of channels. The peak signal value for the sine and 
cosine subcarrier system for eight channels was calculated 
to be 

The system based on both the sine and cosine functions 

V(peak). = 7.59 

which is less than the value listed for the eight-channel 
system in Table 7-1. The peak of the sine and cosine system 
contains less energy than that of the sine-only system, and 
this is responsible for further reducing the distortion due 
to amplitude limiting. Table 7-2 shows the effect of ampli- 
tude limiting in terms of message distortion for the sine-and- 
cosine system. It is therefore preferable from bandwidth and 
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Table 7-1; The peak signal value sf t h e  ortho-. 
gonaL system based on sine functions . 
o n l y  e 

Number of Channels N V (Pe ale) 8 (Radians) 

P % e 4 1  

2 ' 2.48 I 

. . .  . 
b 93 

* 3  I 3,5 * .67 

52 4 4,541 
. .  

' 5  5.53 a 4 3  

6 6e55  

7. 7,57 

8 , 8e57 

e 3 6  

e 3 1  

. .  
9 . 9;6 a 25 

3.0 . 10.6 

I 

. .  . 
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peak-to-average power considerations to use both the sine 
and cosine functions for frequency division multiplexing 
sys tems . 

The peak signal value of orthogonal systems based 
on functions such as the real exponential set and the poly- 
nomial set can be reduced by shifting the level of the 
signal so that the constant or D.C. value is removed. This 
makes the set orthogonal to any constant as well. An ex- 
ample of such an orthonormal polynomial set is given by 

where 0 < t '< - T is the orthogonality interval, $i may be 
a constant, and the other $is will still be orthogonal. 
It is of course possible to shift this set by a constant 
amount in the transmitter so that the positive and negative 
peaks are equal, but the equipment necessary to remove the 
messages in the receiver would be very complex. Another 
way to improve the condition is to muitipl; the composite 
signal fm(t) 

where 
i 

i 

by another function P(t), which has a small or zero value at 
the point in time where the composite signal peaks. 
is particularly effective for the real exponential set where 
the peak value of each function occurs at t = 0. It is 

This 
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TABLE 7-2. Message distortion as a function of amplitude 
limiting for an eight-channel system. The odd 
numbered channels are sine channels, the even 
numbered channels are cosine channels. 

Channel Number 

Percent Message 
Distortion 

for limiting at 
.8 V(Peak) 

Percent Message 
Distortion 

for  limiting at 
.6 V(Peak) 

7 

8 

2.7 

10.0 

5.2 

8.8 

7.1 
7.0 

8.3 

4.7 

8.5 

28.0 

15 .6  

24.9 

20.3 

19 .7  

22 .2  

1 3 . 1  
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necessary to generate the reciprocal of P(t) in the re- 
ceiver in order to recover the messages. The transmitted 
signal is thus 

. [3-18] 

and the functions generated in the receiver are given by 

. .  CS-19 3 
where 

I?- tt) = 1/P (17) 

* j = jth chanmel 

The jth channel detection operation takes the form 
given by 

which becomes 
/ 

T 

! 

and thus the message is recovered correctly. Figure (7-1) 
depicts such an operation. The improvement is dependent on 
the function selected for P(t). 

System Bandwidth Considerations 

the suitability of a given set. A comparison of the bandwidth 
requirements of orthogonal multiplexing systems based on prac- 
tical functions, such as sines, cosines, and real exponentials 
shows that the system based on both sines and cosines (some- 
times called super frequency division multiplexing) is con- 
siderably better in this respect (see Figure (4-10)). It is 
possible to compress the spectrum of a signal by smoothing 
it in the time domain. One way this can be accomplished is 
by inverting the time domain waveforms of odd functions such 
as the odd ordered Legendre polynomials. 

The bandwidth requirements of a system often determine 
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CHAPTER VI11 

SYSTEM IMPLEMENTATION 

The orthogonal multiplexing system contains several 
functions whose complexity of realization in the transmitter 
and receiver is considered next. Specific functional oper- 
ations considered here are function generation, multiplica- 
tion, filtering, and signal detection. 

Function Generation 
Suitable functions for use in orthogonal multiplex- 

ing are the exponentials, sines, polynomials of time, and 
digital signals, or their products. The real exponential 
linearly independent set uses these functions 

These functions are the response of an RC network to an 
impulse function input (Figure (8-1)). These may also be 
produced by a variation of this circuit which is shown in 
Figure (8-2). The capacitor is charged rapidly by a short 
duration pulse from a l o w  impedance source. The diode 
conducts when the pulse is positive and as the pulse voltage 
disc'harges through the resistor to produce 

The values of RC are selected to be equal to l/np for n=1,2, ... and thus all the basic functions are generated for the 
real exponential set. In combining the basic exponentials 
to form a function such as 

1 

it is necessary to use operational amplifiers with the gains 
adjusted to give the coefficients the correct value, It is 
simpler to build these amplifiers for "A.C. coupled" or 
"capacitively coupled" rather than direct coupled service. 
It is possible to use capacitively coupled amplifiers pro- 
vided the orthogonal set has no d.c. component in any member 
function, which implies that these functions must be orthogonal 



to any constant term. A set of orthonormal functions has 
been formed which are based on the real exponential func- 
tions given by 

These orthonormal functions also have a finite in- 
terval of orthogonality, and the first three are given by 

[8-7) 
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A (2pTC - 3m B Ky -1 - 3pT BpT - 282 

This set has a lower peak-to-average ratio than the real 
exponential set discussed in Chapter IV by the amount the 
elimination of the constant or d.c. term removes. 

shown in Figure ( 8 - 3 ) .  Functions of the form 
Polynomials in powers of t are easily formed, as 

-a"t' y = Ke i [fw?l i 
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Figure  8-1. Exponent ia l  f u n c t i o n s  g e n e r a t i n g  RC network 

n.+" 
Figure  8-2. Exponent ia l  f u n c t i o n s  g e n e r a t i n g  RC network 

wi th  d iode  i s o l a t i c n  

IC1 IC2 IC3 

K1 

F i g u r e  8 - 3 .  Polynomial g e n e r a t i n g  system 

2 1 

F i g u r e  8-4.  Funct ion g e n e r a t i o n  c i r c u i t  
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mi(t) Sample 
/ 

1. 

Network I k  

Figure 8-5. Function generation without multiplication 
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are generated by the circuit of Figure (8-4) with elec- 
tronic multipliers in order to achieve a high speed 
operation in a communication system. Accurate electronic 
multipliers require non-linear components the cost of which 
may be prohibitive, 

An alternate solution is to approximate the function 
with a series expansion. If it is desired to use the normal 
pulse from 0 < t < T to lower the peak powe5 equirements 
of the zero initial value set, then the e -a t’ signal can 
be formed as a sum of even powers of t from already available 
functions. The set of waveforms commonly used in analog 
multiplexing systems is the sine-cosine set. This has re- 
sulted in the development of sinusoidal signal sources which 
are stable and are capable of operating over a wide range of 
frequencies. One particular form of stable sinusoidal sources 
is used widely in the frequency synthesizer. An example of 
a system for generating orthogonal digital signals is given 
in Chapter VI. 

Multiplication 
Circuits used to satisfactorily perform four quadrant 

multiplication are expensive, and therefore the use of these 
devices should be avoided wherever possible. Multiplication 
is also necessary if the correlation detection process is 
used in the receiver. 

orthomux system based on the real exponential set can be 
avoided by using the sampled value of the message waveform 
as the input. This is shown diagrammatically in Figure ( 8 - 5 )  
and the waveform for 

The need for multiplication in the transmitter of the 

where the bar denotes the sampled value. This technique is 
shown in the photograph of Figure ( 8 - 6 ) .  

Filtering 
Distortionless transmission and reception of a wavee 

form is desirable in a communication system and is achieved 
by the use of synchronous correlation detection. Amplitude 
distortion or non-linear phase shift causes crosstalk or 
interference in the receiving channels, It is often neces- 
sary to limit the signal energy level outside a bandpass in 
order to avoid interference with other systems. The design 
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of a filter to minimize distortion is the next requirement. 
For distortionless transmission, a bandpass filter must 
have (Panter, 1965) 

' 8  [ R - I O )  , 

The output of this ideal filter is a replica of the 
input waveform but delayed in time. The operation of the 
receiver of the orthogonal multiplex system can be delayed 
to compensate for this and thus the undistorted messages 
are reco9ered. Such an ideal filter cannot be realized but 
modern filter theory does allow the realization of filters 
which give maximally flat amplitude or phase response. The 
Butterworth filter has a maximally flat amplitude response 
characteristic, and the transfer function is given by 

m 
[e-a31 

The solutions to the denominator polynomial in Equation 
18-13] maximally flat amplitude case lead to the Butterworth 
polynomials. Equation 18-131 also represents the general 
form of the Ressel, or maximally flat delay filter. The 
denominator in this case yields the Bessel polynomial. These 
filters are tabulated in Weinberg (1962). A set of functions 
that have characteristics between the Butterworth and Bessel 
filters are the transitional Butterworth-Thompson filters 
(Peless and Murakami, 1957). The crosstalk resulting from 
filtering can be formulated as in Equation 14-231 and is 
easily calculated, using a computer program such as the one 
in Appendix C. "Polynomial Functions and Channel Filter". 

/ 

Signal Detection 

in the orthomux receiver. Actually only one value is calcu- 
lated, at T equal to zero, thus implying that the functions 
are occurring in synchronism. This is the ideal case when 
the receiver is perfectly synchronized. The response of a 
correlation detector in the case of the real exponential set 

The correlation process of signal detection is used 
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Y 

Figure  8-7. C o r r e l a t i o n  d e t e c t i o n  ou tpu t  

t 
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i s  d i s c u s s e d  h e r e .  A message i n p u t  of u n i t y  i n  t h e  f irst  
channel  y i e l d s  an  o u t p u t  shown i n  F i g u r e  ( 8 - 7 ) ,  where 
crosstalk t e r m s  are ignored:  

The detector o u t p u t  approaches t h e  correct va lue  as an  
asymptote.  The c o r r e l a t i o n  d e t e c t o r  r e q u i r e s  a m u l t i p l i e r  
and i n t e g r a t o r  w i t h  i n p u t s  as shown. A t  t h e  end of t h e  
i n t e g r a t i o n  pe r iod  the  o u t p u t  of the  i n t e g r a t o r  i s  sampled 
and t h e  i n t e g r a t o r  i s  reset. The sampled o u t p u t s  are h e l d  
and passed through a smoothing f i l t e r  t o  r ecove r  t h e  ana log  
i n p u t  message. 
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CHAPTER IX 

MULTIPLEXING AND MODULATION DESIGN CRITERIA 

A .  Introduction 
In this chapter, factors affecting the choice of 

"good" modulation and multiplexing schemes for a commun- 
ication link where the transmitter is required to transmit 
N binary data signals, one binary PN waveform and a carrier 
reference signal, as is shown in Figure 9-1 are discussed. 
The approach used is the so-called "orthumux" approach 
discussed previously. The characteristics of these signals 
are as follows: 

1. Binary data signals 
The binary data signals consist of a sequence of ones 

and minus ones which have an equally likely probability of 
occurrence. It is known (Wozencraft, 1965) that the most 
efficient signal set (sl(t), s2(t)) for transmission of 
this type of information over a peak power limited channel 
is a binary antipodal set of signals with equal energy E 
and period T. That is, a set for which 

T 

0 
(9-1) 1 

P = 1 S 1  (t)~2(t)dt = -1 

where p is called the correlation coefficient. One such 
signal set is: 

s l ( t )  = J2E sinwt (9-2) 

s 2 ( t )  = - J E  sinwt 

where w is called the carrier radian frequency and is chosen 
such that 

where n is an integer. This set is used in many practical 
telemetry systems and is called phase shift keying (PSK); 
It is assumed in the work to follow that the data signals 
available to the transmitter are in this form. 

2. Pseudo-noise (PN) waveform 
The PN waveform is one of a family of PN binary wave- 

forms. The generation, use, detection, and characteristics 
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of these waveforms is described in great detail by Golomb, 
et al. (1964). Characteristics of these waveforms impor- 
tant to the work which follows are their power spectrum 
and autocorrelation function. If the period of the PN 
waveform is p, the time slot occupied by each digit is to. 
seconds long, and the waveform is of unit amplitude then 
it can be shown by Fourier series analysis (Golomb, 1965) 
that the power density spectrum of the waveform is of the 
form 

where 6 ( w )  is a unit impulse function, A number of charac- 
teristics of the spectrum should be noted. First it 1s a 
line spectrum with components at zero frequency (D C ) and 
multiples of the fundamental. The power at DC is l/p2 and 
is small in comparison with the other components except for 
large p. Second, the envelope of the spectrum is deter- 
mined by the digit period, to, while the density of the 
spectral lines is a function of the period of the sequence, 
p. Increasing p while leaving to constant, makes the spec- 
trum more dense but does not change the envelope of the 
spectrum or the bandwidth necessary to transmit the waveform. 

forms are their correlation properties. Let the autocorrela- 
tion function of a periodic waveform be defined as 

The most important characteristics of PN binary wave- 

T 

0 
R ( x )  = s(t)s(t+x)dt (9-5)  

where s(t).is a periodic waveform of period T. Then it can 
be shown that R ( x )  for the PN binary sequence is of the form 
shown in Figure 9-2. 

dicated autocorrelations, 
Indeed, PN sequences are chosen so as to yield the in- 
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Figure 9-2.  Autocorrelation Function of a PN 
Binary Waveform 

The characteristics mentioned above are for so-called 
prime PN waveforms. Often, it is necessary to transmit 
combinations of primed PN waveforms. It turns out (Golomb, 
et al., 1 9 6 5 )  that the resulting correlation functions have 
multiple peaks but that they can be treated as the super- 
position of single spike autocorrelation functions, and that 
the power density spectrum can be approximated by the power 
density spectrum of a prime waveform. Since a combination 
of waveforms can be approximated by a prime waveform, the 
waveforms discussed in this work will always be assumed to 
be prime. 

3 .  -Carrier reference signal 
In many communication receivers, it is necessary that 

a reference signal be available to perform certain auxj-liary 
functions. Since the reference signal provides information 
about the phase and frequency of the received signal,.it is 
an additional information channel and will be treated as 
such in the work to follow. It turns out that the,accuracy 
with which this reference is reproduced by the receiver will 
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be an important factor in the selection of modulation and 
multiplexing techniques. Unless stated otherwise, the 
reference signal will be represented by a sine wave with 
radian frequency wc and zero initial phase angle. 

B. Multiplexing N Binary Data Signals 

signals yields a simple result which will greatly simplify 
The special case of multiplexing only N binary PSK 

later work, and hence, will be treated here. Two practical 
means of multiplexing the N signals exist: frequency divi- 
sion multiplexing (FDM) and time division multiplexing (TDM) . 
In this section, it is shown that superior performance is 
always obtained using TDM when transmitting over a peak 
power limited channel. 

1. For FDM, the orthogonal waveforms may be chosen from 
the set 

On (t) = sin ( (l+n) wt+en) ( 9 - 6 )  

where n is.a positive integer and On is the phase angle of 
tMe nth waveform. The composite waveform may then be written 
as 

(9-7) 

chosen n 

As indicated by Equation ( 9 - 7 ) ,  this is simply the sum of 
N PSK signals of maximum amplitude an. 

channels Equation (9-7). may be written as 
For the special case of equal energy signals in all the 

(t) = 1 mn (t) sin( (l+n) wt+on) 
f~~~ 

chosen n 
(9-8) 

If the channel is peak power limited to a maximum value of 
2E watts then 

N-1 
J 2 E 2  1 an 

n= 0 
( 9 - 9 )  

or 



< 1 / N  JZ an - 
The average power per signal is 

E{ (I/N J2F,  sin(l+n)wt)2} = E/N~ 
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(9-10) 

(9-11) 

where E(x3 denotes the expected value of x. Since the N 
binary data signals are uncorrelated, the total average 
power in.the FDM waveform is the sum of the average power 
in each of the individual waveforms or 

= N(E/N~) = E/N (9-12) 'FDM , avg 
One of the quantities used to rate multiplexing systems is 
the peak to average power ratio,l". In general, it is de- 
sired to obtain as small a value of l" as possible. For 
the FDM signal under consideration, assuming that the phase 
angles of the N sinusoids are such that the peak values of 
all the sinusoids occur at the same instant, 

= (2E)/(E/N) = 2N (9-13) ~"FDM 
It is shown in Chapter X that for the case of additive 
white Gaussian noise of spectral density N o ,  the optimum 
detector for a P S X  signal is a correlation detector which 
makes hard decision at the end of each bit period. The 
probability of an error on a particular bit is 

P: = +(l-erf (9-14) 

where ET is the average energy per bit and erf i s  called 
the error function, and is defined as 

2 x  

0 
erf (x) = 4, I exp(-y2 l2)dy (9-15) 

It follows that the probability of error for any bit of the 
composite FDM waveform is 

1 = +(l-erf J2ET/No) b 
'e, FDM (9-16) 

2. For TDM the orthogonal waveforms are chosen from 
the set 



78 

nT (n+l) T)  On(t) = u (t+-) N - u (t+ N O - < n - < N - 1  (9-17) 

where u(t) is the unit step function. The composite wave- 
form may be written as 

N - 1  
(9-18) (t) = 1 On(t)mn(t)ansinwt 

n=O TDM 

Once again let the channel be peak power limited to a 
maximum value of 2E watts then 

an = J2E (9-19) 

Regardless of the relative length of the time slot assigned 
to each waveform the total average power is 

'TDM, avg = E(f2TDM) 

= E  

and the peak to average power ratio is 

= 2  r~~~ 

(9-20) 

(9-21) 

The case of equal power in all the signals for the FDM 
waveform is analogous to allocating equal time slots to 
each of the TDM channels. 

stitute T/PJ for T in Equation (9-14) to obtain 
To calculate the probability of error on any bit, sub- 

= % (l-erf J2ET/NoN) b 
'e , TDM (9-22) 

3 .  It is seen from Equations (9-13) and (9-21) that 
an improved (smal1er)value of r is obtained in the TDM case. 
If both systems operate at the same information rate, 1/T, 
then since the error function is a monotonically increasing 
function of argument 

b b 
'e,TDM - < '~,FDM (9-23) 



79 

for the equal energy case. The above result can be easily 
extended to the case of unequal division of energy between 
the channels. 

Since by assumption there is no bandwidth constraint 
on the N binary data signals and since there is no cross- 
talk or interchannel interference if synchronization is 
perfect it is seen from the above that the best performance 
is obtained by using TDM, that is, by forming one composite 
P S K  signal. For this reason, in the work to follow, the N 
binary data signals previously defined are replaced by a 
single PSK signal as is shown in Figure 9-3. 

C. Multiplexing a PN Sequence and a PSI( Data Signal 
In this section, the problem of multiplexing the PN 

sequence, r(t), and a PSK data signal is discussed. It is 
not necessary to include the carrier reference signal since 
as will be shown in the next section the carrier reference . 
signal may be obtained by the choice of an appropriate 
modulation technique. 

Using the orthomux approach the problem reduces to 
solving the following integral equations for 0 1  (t) and 02 (t) 

PtO 
m(t)sin(wct+e) 0 1  (t>r(t)02(t)dt = 0 

J O  
T 
m(t)sin(wct++) 01  (t)r(t)02 (t)dt = 0 

0 
I 

(9-24) 

(9-25) 

Unfortunately, finding solutions to Equations (9-24) and 
(9-25) is very difficult. A much more tractable approach 
is to think of practical multiplexing techniques and then 
see if the proper orthogonal functions can be found. 

One very useful solution to the above system of equa- 
tions makes use of the natural orthogonality of each waveform. 
From Equation (9-4) it is seen that r(t) may be approximated 

(9-26) 
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where 

Substituting Equation (9-26) into Equation(9-24) yields 

Let 

O,(t) = 1 for all t (9-28) 

02(t) = 1 for all t (9-29) 

w = mu (9-30) C 

where m is an integer. Then reversing the order of sum- 
mation and integration in Equation (9-27) and observing 
that m(t) is constant over the integration period yields 

Since 

IT I sin (mx) 
0 

Equation (9-31) reduces to 

(9-32) 

m = n  

(9-33) 
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It is seen from Equation (9-33) that this choice 
of O,(t) and 02(t) gives no interchannel interference if 
the radian frequency of the data signal is chosen such that 
w =(2mn)/p and conversely any other choice of wc will yield 
a'finite interference term. 
same conditions also yieldsa solution to Equation (9-25). 

The orthogonal waveforms in a strict sense are not 
really O 1  (t) and O2 (t) but are sin(wct+4) and r(t) . 
composite waveform fm(t) is then 

It is readily seen that the 

The 

fm(t) = r(t)+m(t)sin(wct++) . (9-34) 

Using Equation (9-26) it is easily seen that m(t) can be 
recovered by multiplying fm(t) by sin(wct++) and integrating 
over a period T seconds long. The information in r(t) is 
conveyed by its phase. The receiver derives this informa- 
tion by calculating the correlation function of the trans- 
mitted r (t) and a replica of r (t) stored at the receiver. 
It is seen from Equation (9-24) that this is obtained with 
no interference if the cross-correlation between fm(t) and 
r(t) is calculated. 

.The aljove technique is easily realized and in fact 
many practical systems utilize techniques of this sort. It 
is generally considered good practice to place the data 
signal at a null in the P N  spectrum. In view of this, the 
preceding arguments might be viewed as a practical example 
of the fact (Rowe, 1965) that orthogonality in the time 
domain implies orthogonality in the frequency domain and 
consequently is a justification in the time domain of what 
designers have often done by intuition in the frequency 
domain. 

Often for practical reasons, the optimum choice of wc 
is not possible. 
(9-26) could be used to measure the interchannel interfer- 
ence. Unfortunately, r (t) and m (t) are usually uncorrelated 
and consequently, only an upper bound on the interference 
may be calculated. The bounds are 

If + and On were known, then Equation 

2 
< Im - 

wt0 

< Ir - 
sin? 2 

(9-35) 

(9-36) 
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where I is the fraction of the energy in the data channel 
due to ?!he cod-e and I 
the code channel due Eo the data. Minimizing these bounds 
will, from a practical point of view, give the best per- 
f ormance . 
be chosen for O 1  (t) and 0, (t). It is not hard to see that 
this merely represents a high pass representation of the 
same process and that performance would be identical. 
Orthogonal sets other than sine and cosine functions might 
be used to perform the multiplexing process. While not 
discounting the existence of some easily realized and easily 
implemented sets for this system, none are presently known 
t o  exist. For this reason, in the work to follow, the com- 
posite waveform will be assumed to be of the form given in 
Equation ( 9 - 3 4 ) .  

is the fraction of the energy in 

Sin(nwt) and sin(mwt) are other functions that might 

D. Factors Effecting the Choice of Modulation Technique 

which forms the composite waveform described by Equation 
(9 -34)  is in a sense optimum. Such a technique is a form 
of a general class of multiplexing systems called frequency 
division multiplexing systems (FDM). In this section, the 
factors affecting the choice of a carrier modulation tech- 
nique for the FDM waveform is examined. 

In most practical applications, the bit period, to, 
of the PN sequence is very short, consequently the bandwidth 
of the composite FDM waveform is very large. For this 
reason, a modulation process which is bandwidth expanding, 
for example, wide band frequency modulation F M ,  is not suit- 
able. This limits the discussion of modulation techniques 
to bandwidth conserving processes for example, narrow band 
angle modulation or amplitude modulation. Single sideband 
suppressed carrier (SSSC) amplitude modulation might also 
be considered, however, since generation of a coherent ref- 
erence is a necessary criterion for detection of SSSC it is 
not practical to use it as a carrier modulation technique 
for a multiplexed signal. If it were used the relations 
developed for AM could be modified to apply to the SSSC case. 
The mathematical representations of these processes for the 
amplitude, frequency and phase modulated cases follow: 

In the previous section it was shown that a system 

(9 -37)  
s 

s F M  (t) = J 2 E  ~in(w~t+8~+~~8lr(t’)+~2m(t’)sin(~~t~+9~) ldt’) 

(t) = J ~ E  (ag+alr (t)+a2m(t) sin (Wst+es) sin (uct+i 
t (§-38)  AM 
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where the set a0, al, and a2 and the set 6 1 ,  and B2 are 
constants, called the modulation indices, which determine 
the fraction of the total energy E allotted to each message 
and are different in each case, and ec is the carrier phase 
shift. In the AM case, the a0 term provides the carrier 
reference signal. In both angle modulation cases this 
reference is provided by a suitable choice of 6 1 ,  $2 as 
will be shown later. 

1. Peak to average power ratio. 
The peak to average power ratio, I?, is a measure of 

the transmitter efficiency. A small peak to average power 
ratio means that the average power is close to the peak 
power and that the transmitter is being utilized efficiently. 
In the angle modulated case 

- lim 1 
'AVG T- T - 

The peak power is 
is 2. For the AM 

- lim 1 
'AVG T->.a T - 

T 

0 
1 s2(t)dt = E 

2E. Hence, I' for the angle modulated case 
case 

T 

0 
1 s2(t)dt 

sin2 (wct-l-8c) Idt . 
The fourth and fifth terms of Equation (9-41) represent the 
time averages of non ergodic processes (i.e. the product of 
ergodic random processes with sinusoids). In this case it 
i s  customary (Rowe, 1965) to define the average power as the 
average power of the individual processes. 
that one must first take the expected value of these terms 

This implies 
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and then average over all time. The result is that there 
is no contribution to the average power due to them. The 
sixth term of Equation (9-41) is zero by the orthogonality 
condition of Equation (9-25). Using the above results and 
observing that m2(t) = r2(t) = 1, Equation (9-41) can be 
evaluated to give 

'AVG = E(a6+af+a$12) , (9-42 

The peak power is the same as for the angle modulated case 
giving a peak to average power ratio of 

The ratio of TAM to rPM in db is plotted versus a1 in Figure 
9-4 with a0 as a parameter. It is seen that a better peak 
to average power ratio is always obtained using angle mod- 
ulation. It should be observed however that for systems 
that require large fractions of energy to be devoted to 
carrier synchronization this improvement of angle modulation 
over amplitude modulation is not as great as might be expected, 
and is certainly not convincing enough to lead one to choose 
one over the other without investigating other criteria. 

' 2. Recoverable Energy and Interchannel Interference. 

modulation techniques is to compare the interchannel inter- 
ference and the energy available in each message after de- 
multiplexing for the same division of energy between the 
messages a 

In both angle and-amplitude modulation fm*(t) can be 
recovered by coherent detection as is indicated in Figure 
9-3. For the time being, it is assumed in both cases that 
a perfect phase reference is available at the receiver. 

Perhaps the best criterion for evaluation of the various 

a. Amplitude Modulation 
In the AM case, the carrier reference signal is 

S c,AM (t) = J2E ao+al/p sin(wct+ec) (9-44 1 

The average power in the carrier reference signal is 
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For relatively long P N  sequences p>>l, and Ec AM :: Ea6. 
The output of the coherent product detector 1 8  

fm* (t) = sAM(t) sin (wct+ec) (9-46 1 

which neglecting double frequency terms can be written as 

fm* (t) = 4(ao+alr(t)+a2m(t)sin(wst+0s)) (9-47 1 

Assuming perfect synchronization the signal at point A of 
Figure 9-3 at t=T, the bit length of the message, is 

Since r(t) and sin(wst+es) are orthogonal over the interval 
0 to T Equation (9-48) can be written as 

T 
fA(Tm) = JE/2 a2m(t) f sin2(wst+8s)dt . (9-49) 

0 

As can be seen from Equation (9-49) there is no interchannel 
interference and the usable available signal power is 

Likewise, the signal at point B may be written 

P P 
fB(p) = 4% SI f aor(t)dt+al f r2(t)dt (9-51) 
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Since rn(t)sin(wst+es) and r(t) are orthogonal over the 
period 0 to p and since from Equation (9-4) the DC value 
of r(t) is proportional to l/p, Equation (9-51) can be 
written as 

(9-52) 

As can be seen from Equation (9-52), there is.an inter- 
channel interference term of amplitude J(a6E) I (2~'). 
usable available signal power is 

The 

(9-53) 

The signal to interference power ratio at the output of 
the correlator is 

S/I = 
a P  

Fortunately, in 

b. Angle 
S/I :: w .  

most applications p>>l and consequently, 

Modulation. 
For the angle modulation case, only the case of phase- 

modulation is treated here. Both FM and PM are similar, 
and PM is more easily.analyzed and compared with AM. 

a narrow band phase locked loop which is locked to the 
discrete frequency component of the signal spM(t). To 
obtain an expression for the discrete frequency component, 
first expand Equation (9-39) using stand-ard trigonometric 
identities to give 

As in the AM case, the reference is recovered by using 

(9-55 ) 
s PM (t) = J2E C s i n ( w c t + ~ c ) c o s ( ~ ~ r ( t ) ) c o s ( ~ ~ m ( t ) s i n ( ~ ~ t + ~ ~ ~ )  

- sin (wct+ec) sin (Blr (t) ) sin (B2m(t) sin (ust+es) ) 
+ cos (uct+ec) sin (Blr (t) )cos (B2m(t) sin (wst+es) ) 
+ ~os(w~t+~~)cos ( 8 l r ( t ) ) s i n ( 8 2 r n ( t ) s i n ( w , t + e s ) )  . 
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Observing that 

(9-56) 

cos(~~m(t))sin(w~t+e~) = cos(~2)sin(w~t+e~) (9-57) 

sin(Blr(t)) = r(t)sin(B1) (9-58) 

sin(B2m(t))sin(wst+es) = m(t)sin(B2)sin(wst+es) (9-59) 

it is seen that the second and fourth terms of Equation 
(9-55) are random processes and hence, contain no dis- 
Crete energy at w 
using the above relations and the well-known Fourier 
Bessel expansion (Gradshteyn and Rhyzhick, 1965) 

Examining the first and third terms, 
C* 

00 

. cos(Bsinwt) = Jo(B)+2 1 J2A(B)cos2Awt 
1 

(9-60) 

the first term of Equation (9-55) may be written as 

sin (wct+ec) cos ( 6  lr (t) ) cos ( ~ ~ m  (t) sin (wst+es) ) (9-61) 

cos 2x wst+es 1 

and the third term as 

cos (wct+ec) sin (Blr (t) ) cos (82m (t) sin (wst+es) ) (9-62) 

= cos (wCt+ec)r (t)sinB1{ (Jo (62) 11 
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Remembering that r (t) has a DC component of l/p, the 
expression for the discrete energy at wc is 

(t) = J2E J O  ( B ~ )  I l / p  sinBlcos (wCt+ec) (9 -63 )  , PM 
-I- cos81sin(wct+6c) 1 . 

The phase lock loop can be designed to track either the 
sine or cosine term. In general p>>l, hence 

l/p sin61 < cos61 , (9-64 )  

Consequently, the sine term should be tracked. It follows 
that the average usable power in the carrier reference 
signal is 

To coherently detect PM the reference signal should be 

O ( t )  = cos(wct+ec) . (9-66 )  

The output of the coherent detector neglecting double 
frequency terms is 

fm* (t) = Jm sin (82m(t) sin (wst+es)+61r (t) ) . (9-67)  

If Bl- I -82 is small, then 

fm* (t) : JET (~lr(t)+~2m(t)sin(w~t+e~)) (9 -68)  

and the relations are the same as those derived for the AM 
case. If the small angle approximation is not made fm*(t) 
can be written as 
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Since m(t) = +1 and r(t) = 21 Equation (9-69) may be 
written as 

fm* (t) = Jw r (t) sinBlcos (~2sin ( w s t + e  (9-70)  S 

+ LE7Z m(t)cosglsin(B2sin(wst+es)) . I  

The signal at point A is at t=T 
(9-71) T 

0 
f (TI = I r (t) sinBlcos (B2sin (wst+es) )sin (wSt+es)dt A 

Using Equation (9-60) and the following Fourier Bessel 
expansion (Gradshteyn and Rhyzhick, 1965) 

m 

sin(Bsinwt) = 2 1 J2 (f3)sin(2v-l)wt (9-72) v-1 v = l  
Equation (9-71) can be written as 

(9-73 ) T 
f A ( T )  = I Jm r(t)sinBI{Jo (82)+2J2(82)cos2(wst+0s) 

0 

+ ~JL, (B2)cos4 (wst+es)+. . . )sin(~~t+0~)dt 

+ I J E T  mCt)cosf3;{2J1 (P2)sin(wst+Bs) T 

0 

+ 2J5 (B2)sin5 (wst+es)+. . '1 

sin (ust+es) dt 
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Since r(t) and sin(wst+B ) are orthogonal over the interval 
0 to T the first integra7 is identically equal to zero. 
Since sin(w t+Bs) is orthogonal to sin(n(wst+es)) for n>l 
over the interval of integration all terms but the first 
term of the second integral are zero. Equation (9-73) can 
then be written as 

T 

0 
f A ( T )  = im m(t)cos ( 8 1 )  J1 (82) I sin2 (wst+Bs)dt (9-74) 

A s  can be seen from Equation (9-74), there is no interchannel 
interference and the usable available signal power is 

Likewise,.the signal at point A may be written 

P 

0 
fB(t) = J E X  { I r2 (t)sin@lcos (82sin~~t+0~)dt (9-76) 

which can be expanded using the Fourier Ressel expansions 
to give 

f B ( p )  = im( I sinBl(J0 (82)+2J2(82)~os2(ws~+eS) P (9-77 ) 

0 + 4J4(B2)COS4(wst+Bs) + . . . ~  
P 

0 

' + m(t)r(t)cosB;(2J1 (82)sin(wst+Bs) 

+ 2J3 (82) sin3 (Ust+Bs) 
+ 2J5 ( 8 2 )  sin5 (wst+Bs) 

+. . .)at) 
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By orthogonality arguments similar to those used above 
Equation (9-77) can be written as 

fg(p) = J E T  sinBlJo (B2)p (9-78) 

A s  can be seen from Equation (9-78), there is no inter- 
channel interference and the usable available signal power 
is 

Er ', PM = %2Esin2B1J8(B2) . (9-79) 

The amount of available energy in each channel for the AM 
and PM case is summarized in Table 9-1. 

TABLE 9-1 

RECOVERABLE ENERGY 

where ao+al+a2 = 1 

a 

In general, there is no unique solution for the values of 
B and one type of modulation does not appear to be clearly 
superior for all divisions of energy. An interesting opti- 
mization problem is to devise a technique to optimize over 
the choice of modulation techniques and over the choice of 
modulation indices. 

same form as those above have been previously obtained us- 
ing an approximate steady state analysis. The above work 
shows that the product detector only reduces the energy in 
the message channels but does not generate any interfering 
signals and does not distort the waveform, if the channels 
utilize correlation detectors. This of course assumes that 

It is interesting to note that relationships of the 
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the product detectors are ideal. 

3 .  The Effect of a Noisy Carrier Reference Signal 
on The Performance of a Coherent Detector. 

It was previously assumed that a perfect carrier 
reference was available to perform the coherent demodu- 
lation indicated in Figure 9-3. In practical systems, 
the receiver must somehow make an estimate of the carrier 
frequency and phase, and this estimate must of necessity 
contain some error. Let the estimate be 

0 (t) = cos (wct+ec+es) (9-80 ) 

That is, let the error be O s  radians. 
case the signal at point A in Figure 9-2 is 

Then for the PM 

fA(t) = spM(t)cos(wct+~c+eE) (9-81) 

which neglecting double frequency terms can be written as 

f,(t) = sin(8 E +Blr(t)+B2m(t)sin(wst+es)) . (9-82) 
Expanding Equation (9-82) in a manner similar to that used 
for Equation (9-83) yields 

fA (t) = 4 m  sineC{cosBlcos (~2sin(w,t+~~) (9-83) 

+ m(t)r(t)sinBlsin82sin(wst+es) I 

+ JET coseECr (t) sinBlcos (B2sin (wst+es)) 

+ m(t)cosB1sin(B2sin(wst+es)) I . 
The first and second terms of Equation (9-83) are orthogonal 
ta r(t) and sin(wst+es) over the integration periods of both 
correlators hence, the effective signals to each correlator 
using the results of Equation (9-74) and (9-78) are 
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fg(t) = 4 m  cosOEr(t)singlJo ( g 2 )  (9-84 ) 

(9-85 ) 

From the above relationships it can be seen that the effect 
of the error in the phase estimate is to reduce the ampli- 
tude of the received signal by case . Unfortunately, e E  
is a random variable whose distribukon function is dependent 
on the technique used to obtain the carrier phase reference. 
The mean and variance of cos0 is calculated for;,the most 
important carrier tracking scfieme,in Appendix D and the 
results are plotted in Figure 9-5. In addition, the prob- 
ability that coseE in no more than 6 less than its expected 
value is plotted in Figure 9-6:’ The effect of the rand.om 
phase error on the performance of the data detector will 
be discussed in Chapter X, however, the curves of Figures 
9-5 and 9-6 are useful in determining the allocation of 
available energy between the carrier synchronization signal 
and the other channels in a practical system. For example, 
practical’ situations might easily arise where reducing the 
energy in a message channel and using this energy in the 
synchronization channel will actually increase the signal 
to noise ratio in the message channel because of decreased 
phase error in the reference signal. The designer can anti- 
cipate this effect by using Figure 9-5 to overbound the 
loss  in channel power due to phase jitter and Figure 9-6 to 
estimate what percentage of the time this bound is valid. 
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F i g u r e  9-5. Mean and Variance of t h e  Expected Value of 
t h e  c o s i n e  of t h e  Phase Error  of t h e  Output 
of a Second Order Phase Lock Loop 
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CHAPTER X 
? 

THE EFFECT OF PHASE AND TIMING ERRORS 

ON THE PERFORMANCE OF PSK DATA DETECTORS 

A. Introduction 
In this chapter, the problem of the reception of PSK 

data signals is discussed for the case of a noisy phase 
reference at the coherent demodulator and the data detector 
and a noisy timing signal. The performances of two prac- 
tical phase angle detectors are analyzed. 
phase angle detector is formulated and compared with the 
two practical detectors. Finally, the effects of random 
timing errors are discussed. 
to the evaluation of the performance of a practical tele- 
metry demodulator. 

B. Ba.ckground 

for binary signalling in the presence of white Gaussian 
noise is a binary antipodal signal set. A realization of 
this set is to choose 

The optimum 

The results are then applied 

It is well-known that the optimum choice of signals 

s1 (t) = +J2E sin(wst+es) (10-1) 
(10-2) 

It is also known that if a perfect phase reference and if 
perfect timing information is available, the integrate and 
dump detector or correlation detector is the optimum re- 
ceiver. A complete realization of this scheme is shown in 
Figure 10-1.If, for example, SI is transmitted, then the 
receiver observes the following waveform 

fi (t) = J 2 E  sin(wst+es)+n(t) (10-3) 

where n ( t )  represents additive white Gaussian noise with 
spectral density No/2 watts per Hertz. The detector multi- 
plies the received signal by a reference signal sin(wst+6s), 
integrates the product over it's bit period, T seconds, 
and forms a so-called decision function 
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1 0 0  

(10-4) 
T T 

0 0 

Q * ( T )  = J2E sin2(wst+es)dt -I- I n(t)sin(wst+es)dt 

If Q * ( T )  is positive, the decision device declares that sl(t) 
was transmitted otherwise it declares that s2(t) b7as trans- 
mitted. Since Q * ( T )  is a Gaussian random variable to calcu- 
late the probability of an incorrect decision one need only 
calculate the mean and 'variance of Q* ( T )  . The mean of Q* (T) 
is 

T 
E{Q* (TI 1 = J2E I EIsin2 (wst+es) 1dt 

0 

(10-5) 

T 
-I- I E{n (t) )sin (wst+es)dt 

0 

= J E T  T 

where EIx) denotes the expected value of x. Likewise, the 
variance can be shown to be 

N T  Q * ( T )  = J-. 4 
0 2  (10-6) 

where NO is the spectral density of the input noise. 
follows that the probability of an incorrect decision is the 
probability that Q * ( T )  is negative or 

It 

exp- (2 (X-JEX T )  2/N~T) dx Pe = I 
-00 

(10-7) 

For the case of equally likely message probabilities, that is 

P(S1) = P(s2) = + (10-8) 

it can be easily shown that the average probability of error 
on any bit is 

b Pe = Pe ( 10-9 ) 
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Equation (10-7) cannot be integrated in closed form but 
is tabulated in terms of the so-called error function 
erf x where 

- 2 . X & 2  
erf x =J; e 2y.dy 

0 
(10-10) 

Utilizing Equations (10-7), (10-9), and (10-11) and making 
the appropriate changes in variables the probability of bit 
error for the case of equally likely message probabilities 
can be written as 

,( 10 -11) 

C .  The Effect of Random Phase Errors 
In reality the perfect phase reference implied in the 

derivation of Equation (10-11) is never available. To account 
for phase reference errors let the reference signal differ in 
phase from the received signal by radians, that is 

0 (t) = sin(wst+es+eE) (10-12) 

If SI was transmitted, then it is easily seen using trigono- 
metric identities that 

T T 

0 0 
Q*(T) = J E T  1 cosB.cdt + n(t)sin(wst+eE)dt (10-13) 

Comparing Equations (10-13) and (10-4), it is seen that the 
effect of the phase error is to reduce the energy in the re- 
ceived signal, E, by cos20E. 
error, that is, if coseE were a constant, then the resulting 
probability of error using the arguments of the previous 
section could be written as 

If there were a fixed phase 

P: = ~(l-erf~2E~cos'e~/N~) (10-14) 
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In practical systems is not a constant but a random 
variable whose value is continuously estimated by some 
detection scheme. 
utilize a phase lock loop to estimate e E  the distribution 
function of 8 
function of t6e output of a phase lock loop. 

. The important measure of system performance is as in 
the ideal case the average probability of bit error. 
uation of. E(PQ) can of course be accomplished by calculating 
the probability density function of Q * ( T )  and. then calcu- 
lating the probability of an incorrect decision. Such an 
approach presents formidable problems since the probability 
distribution function of the integral of a non-Gaussian 
process must be evaluated, and this as Papoulis (1965)  points 
out is "hopelessly complicated". 

One approach to the problem is to assume that cos(O,(t)) 
is random over the integration period and that samples of 
cos(eE(t)) are uncorrelated. 
estimate the rando ness of Q*(T) and should provide a tight 

by qualitative observation of the process (Hon, 1 9 6 8 )  and 
leads to a closed form solution for ECP,). b 

Since most detection schemes ultimately 

can be written in terms of the distribution 

Eval- 

This assumption tends to over- 

upper bound on E(Pe). R This assumption appears to be born out 

The decision function can in this case be thought of as 

m 
1 (JET cos0 (t+rAt)At 

r=O 
Q*(T)  = lim m-ta E 

(10 -15 )  

At-to 
mAt-tT 

+ n ( t + r A t ) s h ( w s t + r A t ) + 8 , )  At) . 
Since the samples are to be assumed independent it follows 
from the central-limit theorem (Papoulis, 1 9 6 5 )  that the dis- 
tribution of Q * ( T )  approaches a normal distribution if the 
distribution of Q(t) is reasonably well behaved. Hence, we 
can calculate EIPg) in terms of the error function providing 
we can evaluate the mean and variance of Q * ( T ) .  It can be 
shown (Lindsey, 1 9 6 5 )  that the statistics of the output of 
the integrator do in fact approach a Gaussian distribution 
for a > l  and that this approximation is extremely tight for 
a > 3 .  
effect for 2<a<3 (Gardner and Kent, 1 9 6 7 ) ,  the above approx- 
imations may be used for systems operating above threshold 

Since conventional phase lock loops exhibit a threshold 
I- 
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providing linear phase lock loop theory is used to predict 
where threshold occurs. The above approximations will not 
hold for small 01 (a<2) however, for this case practical 
loops completely lose coherence and detection is not possible. 

The expected value of Q*(T) is 

E{Q*(T)) = d m  f EIcos6 

T 

0 

T 

0 
(t)]dt E 

+ EIn(t) sin (wSt+OE (t) ) )dt 

Remembering that 

E{n (t) sin (uSt+GE (t) ) 1 = 0 (10-17) 

and substituting Equation D-6 of Appendix D into Equation 
(10-16) gives 

where I n ( a )  is the modified Bessel function of order n. 
Likewise 

(10-19) T T 

0 0 

E{L!*~(T)~ = E/2 E{ cOS(0 (t1)dt-I 1 ~0~(6~(t2))dt2} 
E 

which can be rewritten as 
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Since samples of cos0 (t) are assumed to be independent we 
can write E .  

ECcos ( 0  (ti) )COS ( e E  (t2) I = R(tl (10-2 1) E 

= E{cos~~~)TS (tl-t2) 

where R(tlrt2) is the autocorrelation function of cos(eE(t)) 
and S ( x )  is the Dirac delta function. Substituting Equation 
(10-21) into Equation (10-20), and performing the integrations 
yields 

T 

0 
E { f i * 2 ( T ) )  = E/2 1 TE{cos20 E }dt+NgT/4 

= ET2/2 E(cos20 }+N~T/~ . 
E 

(10-22) 

Using Equation D-7, Equation (10-22) may be rewritten as 

It follows immediately that 
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or (10 -26)  

where 

S/N = ET/No 

and is the signal to noise ratio in a bandwidth 2/T. Equa- 
tion ( 1 0 - 2 6 )  is plotted in Figure 1 0 - 2  versus ET/No with a 
as a parameter. 

is an irreducible probability of bit error. 
consider 

For the case of infinite signal to noise ratio there 
To see this 

(10 -27)  

This indicates that the designer quickly reaches a point 
where increasing the signal to noise ratio of the PSK signal 
will not increase performance unless the quality of the ref- 
erence signal is improved. 
the curves of Figure 1 0 - 2 .  The irreducible error is plotted 
versus a for low values of a in Figure 10-3. 

The effect of random phase errors in the reference signal 
used to coherently demodulate the radio frequency carrier 
can also be accounted for using Equations (10 -26)  and ( 1 0 - 2 7 ) .  
The quantity a is, in this case, the signal to noise ratio in 
the bandwidth of the detector used to detect the carrier ref- 
erence signal. The designer has control over this quantity 
since he can choose how much energy is to be allotted to this 
reference signal. Figure 1 0 - 2  indicates that if a is chosen 
high enough say greater than ten, then there is really no 
significant degradation from the ideal when a noisy reference 
is used. It is also seen fron? the curves that no particular 
advantage is gained in choosing a larger than twenty. A good 
design rule might be that the modulation indices should al- 
ways be chosen such that 

This characteristic is shown in 
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(10-28) 

D. The Squaring Loop 
In the previous section, no mention was made of the 

method of obtaining the synchronization signal. One obvious 
technique is to transmit a discrete subcarrier reference 
signal. Such a technique is often described as auxiliary 
channel synchronization. The receiver then uses a phase 
lock loop to track the discrete frequency component and to 
generate a reference signal. Such a system is easily ana- 
lyzed using the techniques of the previous section. It has 
however, two limitations. First, for the power limited 
channel the reference signal is provided at a cost of de- 
creased energy in the information signal and secondly, the 
synchronization signal is often disturbed by the channel 
in a manner different from that of the information signal. 

reference signal from only the information is desirable 
(Golomb, et-al., 1963). In order to perform this estimation 
the signal must be transmitted through some nonlinear device. 
To understand why the nonlinearity is necessary, it should 
be remembered that the information signal is the product of 
a sine wave and a random binary bit stream. The signal hence, 
has no finite energy at discrete frequencies and consequently, 
there is no component for the phase lock loop to lock onto 
(Gardner and Kent, 1967). Passing the signal through a non- 
linearity will generate energy at discrete frequencies which 
can be tracked by the phase lock loop. 

nonlinearity is the so-called "squaring loop" depicted in 
Figure 10-4. The circuit utilizes a square law device to 
generate the nonlinearity. The discussion to follow could 
be suitably modified to apply to a simple rectifier or any 
even power law device. 

In view of the above, a receiver which estimates the 

One practical tracking device which uses a square law 

Let the input to the squaring loop be 

R (t) = +J2E sin (ust+es)+n (t) (10-29) 

where n(t) represent white Gaussian noise with spectral den- 
sity (No/2) watts per Hertz. Let the filter be sufficiently 
wideband that the information signal is not appreciably al- 
tered. The filter can be thought of as representing the min- 
imum of the IF bandwidth of the circuitry preceding the square 
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law device and the bandwidth of the device itself. The 
input to the square law device is then 

Q-(-L) = a J E  sin(wst+os)+n’(t) (10-30) 

where n’(t) is the filtered version of n(t) . The output 
of the square law device is (10-31) 

Q ‘ ~  (t) = E+E cos2 (Wst+es) 22JiE n’ (t) sin (Wst+es)+nc2 (t) . 
A s  can be seen from Equation (10-31) Q’2(t) contains a dis- 
crete spectral component at 2ws with energy (E2)2) watts. 
This component can be tracked by the phase lock loop to 
obtain a pure sine wave at 2ws. 
divided in frequency by two to obtain a coherent reference 
at us, with phase error % e E  where O E  is the phase error at 
the output of the phase lock loop. Using the techniques of 
Section C of this chapter and Appendix D the distribution, 
moments, and effect of e E  on the probability of bit error 
can be evaluated if the effective signal to noise ratio in 
the bandwidth (B1) of the phase lock loop can be determined. 

in the bandwidth of the phase lock loop consider the auto- 
correlation function of 
the output of a square law device when the input is signal 
plus noise (Davenport and Root, 1958) it can be shown that 

This sine wave can then he 

In order to evaluate the effective signal to noise ratio 

(t) , RQ,2 (x) . Using results for 

where R 2(x) is the autocorrelation function of the squared 
inforrna%on signal, Rn,2 ( x )  is the autocorrelation function 
of the squared noise, R;(x) is the autocorrelation function 
of the information signal, Rn,(x) is the autocorrelation 
function of the noise, c~~~ is the variance of the information 
signal, and o 2  is the variance of the noise. It is tedious 
but straightfopward to show that Equation (10-33) can be 
written as 

(10-33) 

-I- N o 2 / 4  -I- 2 ~ r ~ ~ , 0 ~  S 



111 

for 1x1 < T. If Q’2(t) is assumed to be wide sense station- 
ary thenthe Fourier transform of R (x) is the power den- 
sity spectrum of nc2(t) It is then clear that the first, 
third, and last terms of Equation (10-33) lead to energy at 
zero frequency and therefore, energy outside the effective 
bandwidth of the phase lock loop. The second term is the 
signal term and upon being transformed gives two delta func- 
tions of weight E2/4 at +2w e It follows that the total 
signal power is E2/2. 
(10-33) contribute to the noise and can be evaluated by making 
use of the convolution law. That is 

n p 2  

The fourth and fifth terms of Equation 

FIRn, (x)Rn, (x) 1 = F{Rn,(x) }*FIRn, (x) 1 (10-34) 

. and 

where F ( x )  denotes the Fourier tranform of x, and * denotes 
frequency domain convolution as defined in standard textbooks 
on operational analysis. Since the unfiltered input noise 
was assumed to have spectral density No/2 watts per Hertz 
it follows that the filtered noise has power density spectrum 

(10-3 6 )  
N0/2,us/2~ - W/2 L f ws/2n I- W/2 

otherwise. to. F{Rn,(x)} = 

The indicated correlation leads to a spectral density of the 
noise at the input to the phase lock loop which is not white. 
If, however, W>>B as is the case in most practical systems, 
the contribution of the noise can be overbounded in the vicin- 
ity of 2wc by a uniform density of height 2=2(No2/4). Since 
W was assumed to be large enough to pass the information with- 
out degradation, the contribution of the correlation of signal 
with noise can be overbounded in the vicinity of 2wc by a 
uniform density of height 4-(No/2)-E . 
ratio in the bandwidth of the loop, a ,  can be written as 

1 

As a result of the above, the effective signal to noise 
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(10-37) 

Defining a = WT where T is the bit length of the information 
signal and X = B1/W Equation (10-37) can be written as 

-9 

(10-38) 

where ET/No is the signal to noise ratio of the information 
signal in a bandwidth 2/T, and is the parameter against which 
the performance of the data detector is evaluated. 

with negligible loss. The noise bandwidth of practical phase 
lock loops is usually in a range of 10 to 1000 Hz. 

shown by Figures 10-2 and 10-3 increasing c1 decreases the ex- 
pected value of the probability of bit error and the irreduc- 
ible error. For this reason based on Equation (10-38) one 
might be tempted to choose K and a as small as possible. If 
a is chosen too small the information signal is reduced in 
energy by the filter and the preceding analysis is no longer 
valid and the performance is degraded. If B is too small, 
then the loop might take too long to lock on&o the spectral 
component at 2wc (Gardner and Kent, 1967). The tradeoffs 
between these quantities require a thorough study of the 
behavior of phase lock loops and consequently are beyond the 
scope of this work. However, Equation (10-38) should be in- 
cluded in the usual equations used for designing tracking loops. 
Equation (10-38) can be substituted into Equation (10-26)  to 
determine the performance of a detector using a squaring loop 
to derive its reference. 

E. The Costas Loop 
Another configuration which can be used to derive a co- 

herent phase reference is the "Costas loop", (Costas, 1 9 5 6 ) ,  
a modification of which is shown in Figure 10-5. Although 
originally envisioned as a demodulator for double sideband 
suppressed carrier amplitude modulation it was never used in 

Typically a > 2 in order for the data signal to be passed 

Equation (10-38) is a powerful design tool since as is 
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this role. The loop generates the reference signal by 
substituting a multiplier for the square law device and 
then uses feedback circuitry to drive to zero the phase 
error at the output of the multiplier. (Point C, Figure 
10-5). 

Let the input to the loop be as before 

~ ( t )  = +J2E sin(w,t)+n(t) . (10-39) 

Assuming that there is a phase error of 8 &  radians and that 
the bandwidth W of the low pass filters is such that the 
double frequency terms of the multiplier are rejected and 
the lower sidebands are passed without significant attenu- 
ation the signals at points A and R of Figure 10-5 can be 
written 

A (t) = Q (t) sin (ut+BE) = + J E  ($)cose&+n’,(t) (10-40) 

B(t) = R(t)cos(wt+BE) = I - J E  (-%)sine&+n’,(t) (10-41) 

where n’,(t) and n’ (t) are the filtered versions of the 
translated noise. B 

In the noise free case, the signal at point C is 

C(t) = A(t)B(t) = -E/2 sin28& 
Z -EOE 

for small 

(10-42) 

Equation (10-42) is a function of regardless of the sign 
of the modulation and consequently, can be used as the con- 
trol signal for the center branch. In view of the above, 
the Costas loop can be thought of as a modified phase lock 
loop. If the signal to noise ratio at the effective input 
to the loop, point C ,  is calculated then phase lock loop 
theory and the work of Appendix D can be used to determine 
the statistics of 8 . Consequently, the expected value of. 
the probability of 6it error can be obtained when the loop 
is used to derive a coherent reference. 

Since the first and second terms of Equation (10-40) are 
assumed to be orthogonal, the power density spectrum at point 
A can be written as the spectrum of the signal term plus thp 
spectrum of the filtered noise, that is 
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QA(f) = E/2 cos20E@m(f)+@n(f) 

where 

(& 

(16-43) 

(10-44 ) 

otherwise Lo 
and where 0 (f) is the spectral density of the binary message 
that modula%!es sinost a 
point B is 

Likewise, the spectral density at 

QB(.f) = E/2 sin28E@m(f)+@n(f) (10-45 1 

The spectral density at point C is the convolution of @,(f) 
and QB(f), that is 

@C(f) = @A(f)*@B(f) (10-46 1 

Since convolution is a linear operation, the distributive 
law can be used to write Equation (10-46) as 

QC(f) = E2/4 cos2eEsin2eE@m(f)*@m(f) (10-47 1 

+ E/2 cos2eE@m(f)*@n(f) 

+ E/2 sin2eE@n(f)*@m(f) 

+ @n(f)*@n(f) . 

Substituting Equation (10-4.4) into Equation (10-47) , rememher- 
ing that the first term gives a discrete component at DC, and 
performing the indicated operations gives 
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(10-48 ) 

QC(f) :E2/4{sin28Ecos28E}6 (f)+(ENo/8)cos28 E +(EN0/8)sin28 E 
+ (No2/16)2W, for f < B < W 

= E2/16{1-cos28 E }6(f)+ENo/8+No2/8 W, for f < BL < W 

1 
. 

It fpllows that the signal to noise ratio at the input 
to the loop is approximately 

E2 
a =  2B1{2ENo+2NozW} 

or using the definitions of the previous section 

a = 1/2ak 

(10-49 ) 

(10-5 0 ) 

Comparing Equations (10-50)  and (10-48), shows that the Costas 
loop will give slightly improved performance over the squaring 
loop for identical filter bandwidths. This improvement is 
not so great as to be the only  criterion in choosing one over 
the other. In fact, there are so many variables involved 
here that a more important criterion might be ease of imple- 
menting the various filters. Indeed little if anything is 
written about the Costas loop other than some veiled references 
by authors to its' apparent utility (Viterbi, 1966), consequent- 
ly, a more detailed investigation of its' shortcomings and 
potentialities is certainly warranted. 

F. The Optimum Phase Detector 

problem of analyzing the performance of practical techniques 
for determining the phase angle of a PSK signal. 
cussion ignored the problem of whether or not these techniques 
were optimum in some statistical sense. In this section, the 
problem is rephrased more rigorously, the optimum detector is 
derived and its' performance compared with more practical 
systems. 

time to the transmitter chooses either signal s 1  (t) or s2(t) 

In previous sections attgntion was directed toward the 

This dis- 

Consider the communication systems of Figure 10-6. At 
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and inserts it into the channel. The channel shifts the 
signal by an unknown amount e" and adds white Gaussian noise. 
Since it is most important that the detector be able to 
lock onto the received phase it is assumed that the unknown 
phase, 8, is a random variable with a uniform distribution 
between 0 and 2 n  radians. That is, the receiver is assumed 

L to have no prior knowledge of the phase angle. The receiver 
estimates e" by operating on the received signal n(t) in such 
a manner as to satisfy the criterion of optimality. In this 
case, the criterion chosen is the so-called maximum a pos- 
teriori probability criterion (Rancock, 1 9 6 6 ) .  This amounts 
to choosing the value of 8 which Taximizes the probability 
density function of e" given that R was received, that is, 
to maximize p(6lR). 
to minimize the expected value of the_mean square error, 
that is, to minimize E( (8" -6 )21  where 8 is the estimated value 
of the phase angle. Other functions of the error could also 
be minimized. It can be shown (Viterbi, 1 9 6 6 )  that if the 
a posteriori probability density function is unimodal then 
the maximum a posteriori probability estimate of e" and the 
minimum mean square error estimate of 6 is realized by the 
same receiver structure. 

Another criterion that might be used is 

According to Bayes rule, we can write 

Since the logarithm is a monotonically increasing function 
of its' positive argument maximizing Equation (10-51) is 
equivalent to maximi zing 

(10-52) 
... 

The second term of Equation (10-52) is a constant since 8 
was assumed to be uniformly distributed and the third term 
is not. a function of e" consequently, maximizing Equation 
(10-51) with respect 'to e" is equivalent to maximizing the 
first term of Equation (10-52) with respect to e " .  In Appendix 
E it is shown that at time tO+T 

to+T - s i .  
p ( R I 8 )  = C c o s h ( 4 m  I sin(wt+i)R(t)dt) (10-53) 
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where C is not a function of 8 .  Equation (10-53) is indeed 
a unimodal function of 6 centered around e^=6 as can easily 
be verified. It follows that a necessary and sufficient 
condition for the maximum a posteriori probability estimate 
at t = to+T of 6 is 6 such that 

A -. 
e = e  

(10-54)  
to+T 

d/de (ln(coshd2E/NoZ 1 sin(wt+i)R(t)dt)) I = o  
t0 

which reduces to 

Since Equation ' (10-54) i s  unimodal Equation (10-55)  is also 
the minimum mean square error estimate of 8 .  

Equation (10 -54 )  suggests the configuration of Figure 
10-7 where once again a loop filter and voltage controlled 
oscillator are used to drive the error signal to zero. 
of the elements are easily realized except for the box labeled 
"Tanh". For large values of its' argument the hyperbolic 
tangent is equal to the sign of its' argument while for small 
values of its' argument the hyperbolic tangent is approximate- 
ly equal to its' argument. It follows that at large signal 
to noise ratio the hyperbolic tangent may be realized by a 
hard limiter while at small signal to noise ratios the hyper- 
bolic tangent may be realized by a direct connection from 
input to output. 

(A,B,C,D) from the input to the output of the box labeled 
"Tanh", that is, a hard limiter, corresponds to the optimum 
detector of the polarity of a PSK signal. 
the input and back through the loop filter and voltage controlled 
oscillator to the input (A,E,F,G,H,I,A) has been shown to be 
the optimum detector for the phase of a sine wave given the 
amplitude. The detector then in the high signal to noise ratio 
case estimates in an optimum fashion the phase of the received 
signal as if it knew its' polarity and then multiplies this 

All 

For the high signal to noise ratio case, the lower path 

The upper path from 
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result which has an ambiguity in polarity by the optimum 
estimate of the polarity given that the phase is known. 
This technique is intuitively appealing. Indeed if one 
knew nothing of statistics but did know of the mentioned 
optimum estimators of phase and polarity he might be 
tempted to try such a technique. It is also worth noting 
that this circuit needs no additional equipment to detect 
the data since the output of the hard limiter at time toST 
is the optimum estimate of the data. 

in the high signal to noise ratio case once again consider 
the upper path as a second order phase lock loop. For such 
a loop the probability distribution function of the phase 
error is given in Appendix E provided the estimate of the 
polarity of the PSK signal is correct. If the estimate of 
the polarity of the PSK signal is not correct then it is 
easily seen that the probability distribution function of 
the phase error is 

To calculate the performance of the optimum detector 

(10-56)  

since now the phase lock loop will be in error by IT radians. 
It follows that the unconditional distribution function of 
the phase error is I 

(10-57) 

where PE is the probability of an incorrect estimate of the 
polarity of the PSK signal. 
incorrect estimate must be very close to the probability of 
bit error as previously calculated and hence must be very 
small foc even moderate signal to noise from which 
it follows that P' (0):p(0). As in the previous cases, 
the quantity a may'gz used to rate the quality of the phase 
reference. It is then easily seen that 

Obviously the probability of an 

a = 1/2ak (ET/No) optimum for ET/N~ > >  1 (10-58) 
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From Equations (10-38) and (10-50) for the high signal to 
noise ratio case, it is seen that for the "Costas loop" 

a = 1/4ak ET/No = $ a (10-59) optimum 

and that for the squaring loop 

a = 1/8ak ET/No = %i a optimum (10- 60) 

This indicates a 3 dB improvement of the optimum detector 
over, the "Costas loop", and a 6 dB improvement over the 
squaring loop at high signal to noise ratios. 

If the integrators of Figure 10-7 are thought of as low 
pass filters, the "Costas loop" may be used to approximate 
the optimum phase detector. It follows that a for this case 
is given by Equation (10-50). 

From a practical point of view, the data detector using 
a "Costas loop" to derive a reference signal will give near 
optimum performance over all signal to noise ratios. At low 
signal to noise'ratios its' performance is exactly that of 
the optimum detector; while at high signal to noise ratios 
although its' reference signal has a lower value of a the 
probability of bit error will be approximately the same. 

G. The Effect of Timing Errors 
In previous sections, the performance of PSK data detectors - 

was investigated subject to the condition that a perfect timing 
signal was available. That is, that the detector knew exactly 
the length and starting time of each bit. In practical sys- 
tems, the detector will probably know the length of each bit 
but it must somehow or other estimate its' starting time. 
Consequently, the integration period of the data detector never 
exactly coincides with the period in time occupied by the in- 
formation bit. It is this type of error and its' effect on 
system performance which will be considered here. 

performance consider Figure 10-8 where it is assumed that there 
is an error of x seconds in the estimation of the starting point 
of a random binary waveform. 
data detector output is shown being preceded and followed by 
waveforms of the same and opposite polarities. 
is of the same polarity, the output of the data detector is 

To understand the effect of this type of error on system 

The waveform with the resulting 

If the next bit 
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unchanged. From Figure 10-8 it can be shown that given a 
timing error of x seconds the average probability of bit 
error is 

P (E 1x1 = % (2-erf J m - e r f  J2ST (1-1~ I/T)/No) ) 3. (10-61) 

If the probability distribution function of x were known 
then the average probability of bit error could be evaluated 
by averaging Equation (10-61) over all values of x. That is, 
by calculating 

'e = I P (E/x)p(x)dx (10-62) 
All x 

where p(x) is the probability distribution function of x. 
The determination of the distribution function of x depends 
on the technique used to estimate x and there appears to be 
no universally accepted technique for doing this. Conseguent- 
ly, a general solution of Equation (10-61) is not possible. 
Indeed even for very simple distribution functions Equation 
(10-61) cannot be integrated without using numerical tech- 
niques. It is profitable however, to look at the case of x 
uniformly distributed over some fraction of the bit period 
of the data. The evaluation of x for this case involves 
approximations which can be used with other density functions 
to obtain a feel for the effect of the timing errors on per- 
f ormance . 

If x is uniformly distributed over some fraction of the 
bit period, a, then the probability of bit error is 

+aT (10-63) 
P z  = 1/8aT I (2-erfJ2ST/No-erfJ2ST(l-lxl/T)/No)dx 

-aT 

Equatj.on (10-63) cannot be evaluated in closed form, however, 
it can be tightly bounded by making use of the well-known 
uniform bound on the error function 

(10-64) 
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Substituting Equation ( 1 0 - 6 4 )  into Equation ( 1 0 - 6 3 )  and 
performing the integration yields 

Equation ( 1 0 - 6 5 )  is plotted versus ST/No the signal to noise 
ratio with a as a parameter in Figure 10-9, along with the 
probability of bit error for the ideal case. 
remembered that these curves represent an upper bound on Pe, 
and consequently, represent the worst case condition for a 
particular timing error. It can be seen that there is no 
thresholding effect as is caused in the case of phase ref- 
erence errors. In addition, it is seen that the relative 
effect of timing errors in comparison with phase reference 
errors is small. This conclusion is borne out by observation 
of practical systems (Hon, 1 9 6 8 ) .  

It should beb 

H. Performance-of Practical Detectors 
In this section, the results of the previous sections 

are used to evaluate the performance of practical data de- 
modulators using a squaring and a Costas loop. The bandwidths 
chosen are typical of the bandwidths encountered in MSFN 
signal data demodulators and the bit rates correspond to the 
two telemetry bit rates used in the Apollo unified S band com- 
munication system. 

bandwidths B are shown for the two data rates in Table 10-1. 
Three bandwiAths are shown for the phase lock loop. 
customary to use the larger bandwidth to lock onto the ref- 
erence and then switch to one of the smaller bandwidths. 

- 

The predetection bandwidth, W, and the phase lock loop 

It is 

TABLE 10-1 

Bandwidths of a Practical Receiver 
H z  

, W ( 5 1 . 2 ( 1 0 )  3KBPS) 150 ( 1 0 )  

W(1.6 (10) 3KBPS) 6 (10)  

B1l 2 5  

B12 100 

B1 3 
3 5 0  
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Using Equations (10-38) and (10-50) 01 is plotted versus 
signal to noise ratio for the two information rates, the 
three bandwidths, and the two detectors in Figures 10-10 
and 10-11, The curves dramatically bring out the importance 
of a small ratio between the bandwidth of the phase lock 
loop and the bandwidth of the signal. As can be seen this 
is much more important than whether or not one uses a squar- 
ing loop or a Costas loop.. Using Equation(l0-26) the prob- 
ability of bit error for the various combinations can be 
calculated. The results are shown in Figures 10-12 and 10-13. 
For the high bit rate case the difference between the two 
detection schemes cannot be seen on the graphs, in fact, it 
is seen that the bandwidths are really not critical. The 
performance for the smallest bandwidth is for all practical 
purposes the same as the ideal performance predicted by 
Equation (10-11). 

For the low bit rate case it is seen that the Costas 
loop significantly outperforms the squaring loop at low signal 
to noise ratios and that the choice of bandwidth is very 
important. This might be expected since at low signal to 
noise ratios, as was shown, the Costas loop is a good approx- 
imation of the optimum detector. 

It might appear that higher performance is achieved when 
using the higher bit rate; this is not correct. It should be 
remembered that for equal amplitude signals switching from 
the.higher to lower bit rate gives a signal to noise improve- 
ment of J51.2/1.6 = 5.65 . For example, when thebhigh speed 
bit stream reaches its lowest acceptable quality Pe = 
the signal to noise ratio is 4.8, switching to the low speed 
bit stream will give a signal to noise ratio of 27 which will 
certainly achieve the desired error rate. 
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CHAPTER XI 

THE EFFECT OF CODING ON THE PERFORMANCE 

OF A PSK DATA. CHANNEL 

A. Introduction 
Since the fundamental coding theorem of information 

theory was first proven by Shannon in 1948, communication 
engineers have been concerned with trying to implement 
systems which will achieve the predicted arbitrarily small 
probability of error at rates less than the channel capacity. 
In this chapter, practical relationships between the rate R, 
and the previously discussed signal design parameters for 
the multiplexed PSK signal set will be investigated. 

B. Background 

input to output of Figure 11-1. In this system the encoder 
observes a block of L input bits and then produces a block 
of N symbols as an output. The rate used will not be the 
information rate in symbols per second, or input bits per 
second but the ratio of the length of a block of input symbols 
to a block of output symbols. That is, the rate, R, is L/N. 
For the purposes here the most useful form of the coding the- 
orem is due to Fano (1961) and states that for a discrete 
memoryless channel at rates below the channel capacity, the 
average probability of error, Pe, for codes of length N is 
bounded above and below by 

The system studied here is the complete system from 

(11-1) 

where E(R ) and E(R) are positive functions of the transistion 
probabilities and the rate R, and O(N) is a function of N 
going quickly to zero for large N. In principle, Equation 
(11-1) says that any desired error probability can be achieved 
provided N is chosen large enough. 

The primary utility of Equation (11-1) is due to the 
fact that the bound predicted is independent of the choice 
of code. This independence is a result of the use of so-called 
random coding arguments (Gallager, 1965) in the derivation of 
Equation (11-1). For example, the coder shown in Figure 10-1 
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can be thgught of as a device which in the binary case maps 
each of 2 input sequences into one of 2 output sequences. 
A person attempting to construct codes is.interested in the 
optimum way to perform this mapping based upon some con- 
straints. Obviously some choices are very good and some 
are very bad, however, the bound of Equation (11-1) is in- 
dependent of the choice and merely represents the average 
attainable error if the choice of mappings were made at ran- 
dom. It seems reasonable then to assume that with a little 
intelligence and luck the coding theorist can choose a map- 
ping as good as the average or random choice consequently, 
the signal designer can use the information obtainable from 
Equation (11-1) without worrying about the subsequent choice 
of a code. 

Unfortunately for all but a few simple pathological 
cases the evaluation of E(R) is all but hopeless. (Gallager, 
1 9 6 6 ) .  It can be shown, however, that (Wozencraft and Kennedy, 
1 9 6 6 )  

E ( R )  Ro-R (11-2) 

where RO is'alternately known as the computational cut-off 
rate or the zero-rate intercept of E ( R ) .  RO is a function 
of the choice of modulation techniques and is more easily 
evaluated than E ( R )  or E(RL). 
(11- ) that 

It follows from Equation 

-N{R~ -R} < 2e 'e - (11-3) 

Equation (11-3) says that for any rate less than the compu- 
tational cutoff rate arbitrarily small error probabilities 
may,be obtained if N is chosen large enough. 

(1966)  has shown that 
In a very elegant and complex derivation, Gallager 

(11-4) 

where p. is the probability of sending the ith symbol and 

j the jth symbol is sent. The maximization is over the Pi is the probability of receiving the ith symbol given that 
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input probabilities pi and hence RO is independent of the 
input probabilities. 

It might appear that RO is a dummy variable created 
by elegant manipulation of obscure relationships with 
little, except perhaps some contrived, physical significance. 
It turns out that not only is RO related to the choice of 
the modulation and detection technique but that it also 
appears to be related to the actual number of computations 
needed to decode the message block, the computer storage 
necessary to store the message blocks during decoding, and 
the necessary decoding times (Lebow and McHugh, 1 9 6 7 ) .  Thus, 
evaluation of this quantity provides more than just information 
about the word error probability, since it also tells the 
designer something about the computational equipment necessary 
to attain a particular error probability. In addition, it 
has been shown analytically and verified with simulations 
(Lebow and McHugh, 1 9 6 7 )  that for the case of convolutional 
encoding and sequential decoding R o  a l so  represents the rate 
at which the number of computations necessary to decode a 
block of data becomes infinite. 

C. Ro For the PSK Channel 

Chapter X. For this case i=1,2 and j=1,2 in Equation (11-4). 
Expanding Equation (11-2) yields 

In this section RO is calculated for the P S K  channel of 

(11-5) 

The maximum value of Equation (11-5) occurs for pi such that 

(11-6)  

It can be shown by performing the indicated differentiation 
that p1 must be a solution of 
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The s o l u t i o n  t o  Equat ion (11-7) i s  p1=p2=+. Assuming t h e  
channel  t o  be symmetric, it can be seen t h a t  t h e  t r a n s i t i o n  
p r o b a b i l k t i e s  correspond t o  t h e  average p r o b a b i l i t y  of b i t  
error, i n  t h e  fo l lowing  manner. 'e 

b 
P21 = pe 

b 
P22 = I-P, 

(11-8) 

(11-9) 

1 
(11-10) R o  = I O g 2  % 

2 

Ro i s  p l o t t e d  ve r sus  Pb i n  F igure  11-2 .  
PSK s i g n a l  observed wigh a p e r f e c t  phase r e f e r e n c e  

For t h e  case  of a 

b l-Pe ," 1 

and 
2 

Ro ' I O g 2  1+2&(1-erf (2ST/No)) . 

(11-11) 

(11-12) 

SAnce t h e  e f f e c t  of an imperfec t  phase reference i s  t o  reduce 
Pe t h e  p r o b a b i l i t y  of b i t  e r r o r ,  RO f o r  t h e  case of an i m -  
p e r f e c t  phase reference may, u s ing  t h e  r e s u l t s  of Chapter X ,  
be w r i t t e n  a s  
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(11-13) 

where a is calculated according to the techniques of Chapter X. 
Ro is plotted versus S/N with a as a parameter along with RO 
for an ideal phase reference, a=m, in Figure 11-3. 

The above equations can be used to calculate a bound on 
the performance of a P S K  channel versus the signal to noise 
ratio. Examples of such relationships are shown in Figures 
11-4 and 11-5 for rate % and Q codes of various lengths. 
These figures show dramatically the improvement that can be 
obtained by increasing the code length. 

D. A Comparison of Coded and Uncoded Communication 

question of whether or not anything is gained by coding blocks 
of data. The only equitable way to compare a coded and uncoded 
system is on the basis of equal information transfer and such 
comparisons are discussed in this section. 

reference the probability of error on any bit has been shown 
to be 

The work of the preceding section leaves unanswered the 

For the case of P S K  data transmission with a perfect phase 

(11-14) 

If it is assumed that the probability of error on any bit is 
independent of the probability of error on any other bit then 
it is easily seen that the probability of correctly transmitting 
a block of N bits is 

b N  Pc = ( l -Pe)  (11-15) 

and consequently, the probability of an error in a block N 
bits long is 

Pe = l-(l-Pe) b N  (11-16) 
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The equivalent of a coded system of length N and rate R is 
an uncoded block of NR bits. To compare equitably on the 
basis of information transfer the two blocks a block of N 
coded bits of length R must be compared with a block of NR 
uncoded bits where each bit is now no longer T seconds long 
but is T/R seconds long. This will result in an equal in- 
formation transfer rate. It follows that the probability of 
error on a block is 

= 1- (5-3;erf 42ET/NoR) NR . 
'e (11-17) 

The probability of error for coded and uncoded blocks with 
equal information transfer is shown in Figures 11-6, 11-7, 
11-8, and 11-9 for various block lengths with rate 3; codes. 
These figures bring out the considerable improvement that 
is obtained by going to longer and longer block lengths. 
While with the uncoded blocks performance decreases with in- 
creasing block length startling improvements are obtained 
for long block lengths with the coded systems.. For the 
shorter block lengths the figures do not show the big improve- 
ment obtained for long blocks. It should be remembered that 
the curves for the coded case represent an upper bound on 
the probability of error and not the probability of error 
itself. Thus while one may conclude from Figure 11-6 for 
example that for a rate 5 code of length 128 one obtains su- 
perior performance with coding for all signal to noise ratios 
one cannot conclude from Figure 11-9 that an uncoded system 
gives superior performance for signal to noise ratios greater 
than 7. To determine performance in these cases the actual 
code used must be specified and the resulting probability 
calculated. 

It might be argued that it is unrealistic to require 
perfect transmission of complete blocks of data as the criterion 
of performance. On the contrary, just the opposite is true. 
It is customary in most telemetry systems to group together 
large blocks of data for transmission and to only use the 
block of data if it is believed that the transmission of the 
entire block was perfect. In this case, coding large blocks 
is in the general scheme of things and requires little extra 
equipment to perform the coding process. Of course, decoding 
the data is quite another matter, and decoding large blocks 
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of data is a quite complicated process which is beyond the 
scope of this work. 

E. A Practical Communication System 
In this section previously derived results of this 

chapter are applied to a practical communication system. The 
system is a phase shift keyed communication system where 
the transmitter can transmit at one of two information rates 
1.6(10)3 bits per second or 51.2(10)3 bits per second. 
data is transmitted in 128 bit blocks and it is always de- 
sired to transmit at as high a rate as possible. 
that the transmitter will always operate at the higher rate 
unless the performance falls below some predetermined level 
at which time it will switch to the lower rate. Switching 
is arbitrarily chosen to occur when the probability of bit 
error becomes greater than Switching to the lower 
speed increases the effective signal to noise ratio by 
451.2/1.6 = 5.65 and decreases the information transfer rate 
by a factor of 3 2 .  It is desired to see if by using prob- 
abilistic coding a rate of information transfer between these 
two values can be achieved. 

If the high speed telemetry link is coded when the prob- 
ability of bit error reaches a value of 
can be calculated using Equations (11-13) and (11-3). The 
results of such a calculation for a rate + and code are 
shown in Table 11-1 where the probability of block error is 
shown for various signal to noise along with the correspond- 
ing probability of bit error for the uncoded rates. The in- 
formation transfer rates for the rate + and % codes are 25.6(1013 
and 12.8(10)3 respectively. 
for the uncoded case can be calculated from Equation (11-16): 
it is of course much higher than the indicated probability of 
bit error. It is seen that a significant improvement in in- 
formation transfer rate and in data quality is obtained by 
going to the coded system. 
this in the expensive equipment necessary in order to decode 
the signal. 
tified cannot really be discussed here. 
systems where for example it might cost a million dollars to 
obtain one decibel improvement in signal to noise ratio and 
where the quality of the data might jeopardize the success of 
a mission costing billions of dollars it would probably be 
profitable to code the data. 
provide some of the tools the designer needs to make this cost 
decision. 

The 

This means 

the performance 

The probability of block error 

The designer of course pays for 

The decision on whether or not this cost is jus- 
In space communications 

The relationships of this ch-apter 
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TABLE 11-1 
IMPROVEMENT FROM CODING 

'e 'e 
b 
'e 

b 
'e 

at 1.6KBPS at 51.2KNPS r=%,N=128 r=+,N=128 
1 2.4(10)-4 6.4(10)-2 1.4(10)'9 J( 

2 4.7 2 .o (10) - 2  4.0(10)-22 3(10)'8 
3 9.6 6.7 4.2 ( i o )  -29 1.2 (10) -15 
4 4.8 (10) -1 2 2.2 ( i o )  -3 1.8(10)'33 1.4(10)-19 
5 9.7(10)-15 7.5(10)-3 2.4(10)-37 7 . 0 ( 1 0 ) - 2 4  
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APPENDIX A 

PERFORIO$?CE IN THE PPESENCE OF NOISE 

I n  many communications a 2 p l i c a t i o n s  t h e  no i se  i s  
’* Gaussian and has a power spectrum t h a t  i s  almost f l a t  up t o  I 

f requencies  much h ighe r  than  t h e  s i g n i f i c a n t  s i g n a l  fre- 

quencies;  Th i s  type no i se  i s  called whi te  Gaussian and i s  

. 

I 

def ined  as  t h e  s t a t i o n a r y ,  zero-mean Gaussian process wi th  

a power spectrum of 

(A-3)  . . G ( f ) ~  = 5 w a t t s / € I z  ., -w 5 f ,< 00 

2 

The f i l t e r  which maximizes the r a t io  of .Ithe peak va lue  of 

t h e  s i g n a l  ampl.itude t o  t h e  r m s  no i se  is  called a matchcd 

f i l t e r ,  s i n c e  t h e  impulse response of the f i l t e r  i s  rnatclieci 

t o  t h e  s i g n a l  pu l se  shape. Th i s  i s  demonstrated i n  connec- 

. 

t i o n  with t h e  freedom of s e l e c t i o n  of s i g n a l  waveshape, 

F i n a l l y ,  t h e  r e s u l t s  of a d i g i t a l  computer s imula t ion  o f  an  

or thogonal  mul t ip lex ing  system ope ra t ing  wi th  add i t ive  noise,  

which has  a Gaussian arn;?liturle d i s t r i b u t i o n  is  ?resented a t  

t h e  end of t h e  appcndiu, Assume an i n p u t  s i g n a l  f ( t )  t o  a 
* 

linear f i l t e r  w i th  a t r a n s f e r  func t ion  H ( w )  . 
t h e  filter i s  g iven  by 

The output  of ’ 
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t 

(a 1 (b 1 
Figure  A-1. Exponent ia l  waveforms r e f e r r e d  t o  i n  

t h e  t e x t  



153 

f the f i l t e r  input is white Gaussian noise, the output is 

he r a t io  of the signal squared to tk noise 
squared .at t i m e  to is 

' .  . 
' *. 

ex- 

, .  pression which must be maximized, . .  . .  

. .. .. 

. .  
. .  

_ % . _  . . .. . . 
. .  * '  I . ' .  . .  

. .  . 

_ -  that 

. .  

Schwarz's inequality states 

.. 

4 
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A 
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D 
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R 

SYNCHRONIZATION I GENERATOR 

Figure  A-2. Transmi t t e r  block diagram 

I RECEIVER 
I 

I 

ORTHOGONAL 
WAVE FORM 
GENERATOR 

Figure  A-3; 

fl 

N 

Receiver block diagram 
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Y=NORMAL 
D I S T R I B U T I O N  

FMT+Y 

O R F l  

ORF2 

O R F 3  

-M1 
V 

Integrators O R F l  

-M3 

Figure A-4. Computer Program Notation 



' .  - - ... 

1 5 6  

_ .  
. Using t h e  e q u a l i t y  t h e  express ion  for S / N  may be maximized 

t o  y i e l d  

f ( ~ )  h ( t . 0 - T )  02 h ( t )  f ( t 0 - t )  (A-8) . 

and in t h e  frequency domain H(w) = F*(w)e-J 'ut o where F"( jw)  

i s  t h e  complex conjugate  of F(j'to). 

response of t h e  matched f i l t e r ,  'ok t h e  f i l t e r  which has an 

impulse response which , i s  a r e p l i c a  of t h e  s i g n a l  bu t  in-  

verted,  S ~ O W X I  in Ficgure A-1. 

This  is' the  impulse 

I 

-to-noise ratio of t h e  system rasing t h e  .. 

* .  

'. matched f i l t e r .  is found by s ~ ~ ~ ~ i ~ ~ ~ ~ ~ ~  Equation(A-8) i n t b  . . 
. Equation (A-4) .  

. .  . (A-9) . 

OD 

Jf2(T)dT 2E 

5rj =* no/2 " 0  
3 L -  

s -03 

Thus t h e  maximum value of t h e  peak s ignal- to-noise  r a t i o  i s  

. dependent only on the  s i g n a l  energy and the noise s p e c t r a l  .. 
, .  

' d e n s i t y  and is  independent of t h e  p u l s e  shape. T h i s  allows 

g r e a t  freedom i n  t h e  s e l e c t i o n  of s i g n a l  waveshapes f o r  

or thogonal  mult iplexing systems, 

A d i g i t a l  computer program w r i t t e n  in t h e  D i g i t a l  

Simulat ion Language i s  included t o  show-how w e l l  the '  or tho-  

mux system performs i n  t h e  presence of no i se  wi th  Gaussian 

amplitude d i s t r i b u t i o n ,  The r e s u l t s  for  s e v e r a l  r a t i o s  of 

signal- to-noise  are included.  The r e s u l t s  f o r  each run  are 

' i d e n t i f i e d  by t h e  i d e n t i c a l  heading for P I ,  The computer 

program follows t h e  orthomux system l a y o u t ,  as shown i n  - 
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. 
Figures A-2, A-3, and A-4. 

v e n t i o n a l  block diagrams of an orthomux system with t h e  nota- 

t i o n  used throughout  the thesis,  while Figure A-l? gives the 

.. no ta t ion  used in t h e  computer program, The notation is al- 

Figures A-2 and A-3 are the  con- 
' 

most ident ical l  and t h e  flow of the compute rpmt ine  can he 

e a s i l y  i d e n t i f i e d ,  The d i g i t a l  s i m u l a t i o n  language is  non- 

procedural  and consists e s s e n t i a l l y  of a group of subrout ines  

which can be closely related t o  analog computer blocks. In 

this case, the computer printout shows.the e r r o r  does n o t  

0 increase s i g n i f i c a n t l y  as t h e  no i se  power is increased from . . .  
S/N=lO t o  S/N=l/S. The va lue  of Y ,  the normally d i s t r i b u t e d  

'amplitude f u n c t i o n ,  is also p r i n t e d  t o  show t h e  magnitude 

and random v a r i a t i o n  of t h i s  q u a n t i t y ,  

. .  

. .  

4 

. .  
. _ .  

. .  
I .  

I .  

. . .  , 
. .  

. .  
_..I. -. . 

. , '  

.. . . .  

. .  . .  

. .  . .  
.. . .  . . . . a  

.. ' . .  
> .  

I .  

. . .  , 

. .  

. .  
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' APPENCIX B 
.I 

OBTAINING THE ORTHOGONAL SET 
. .  

There exist several procedures for obtaining an ortho- 

gonal or orthono a1 sete The Gram-Schmidt procedure i s  

described'and used to construct a polynomial s e t  which is 

orthonorm& over the interval 0 .I t S 1. 

i 

If a finite or infinite,linearly independent s e t  is 
I 

given as 
d 

(eL, e 2 ,  . . . ek, . . 1 . (B-1) 

it is ,possible to construct an orthonormal set 

. (B-2) * 

' This method yiell ls  $k as a linear combination of only the 
. .  

first k elements, OK : I .  

k 
(ak 1 akjej 

j =1 . .  , 
. .  First t$% is formed as 

a 
. .  . .  

and a 2. t 

Then one forms g, as 

b 5s .the orthogonali%y interval, 

' .  
. .  

. y . 

. .  



. .  

. The general form is then 

The orthonormal polynonial set is then constructed, If a 

- s e t  

d 

-is given,  and it is linearly independent because 

(n-12) 

3 
Tt c t2 - 

g2 (B-15) 

so thri t  

(13-16) 

. .  
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*:. 

The scaling value which makes the set orthonormal is given 
. .  

and the sum of the coefficients of each polynomial equals 

' one, . Then one can formulate $band g4 as 

$9 = K,G g, 

3 
t r -  

. _  
or ' 

'i 

(B-1%) . 

X ( 5 6 t h  - 105t' -+ 6 Q t 2  Q 1Qt) 
$b 

(B-20) 

so that  Xb = S6 and 

$4 = (56.te4 - lost' 9 6 0 t 2  - l o t )  (B-21) 

which is the correct'result, Thus the resulting four . 
polynomials are 

(3-22) 

(B-23) 

4 3  = (15t3 - 20t2 + 6t) (B-24) 

44 = J§ (56t' - lost3 -+ 60t2 - lot) (B-25) 

. .  

. .  . .  

* 
. .  

. *  
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APPENDWX. C , 

, .  

This  appendix conta ins  several computer programs which 

g r e a t l y  assist t h e  use r s  i n  eva lua t ing  the worth of any set 

of  orthogonal. func t ions  ‘for u s e  as the  s i g n a l  s e t  for an 

or thogonal  mult iplexing system. The programs are w r i t t e n  

i n  DSL-90, a d i g j t a l  s imulat ion Language which is a part of 

t h e  IDM share l i b r a r y .  I n s t r u c t i o n  manuals are a v a i l a b l e  

from t h e  IBM Corporation. 

guage which is  composed of subrout ines  which can be c l o s e l y  

r e l a t e d  to analog computer blocks,  and thus  is  i d e a l  f o r  

DSL-90 is  a non-procedqral lan- 

use in s imula t ing  many phys ica l  systems. The DSL-90 lan-  

guage is based ‘on For t ran  I V  and is very easy to use,  

no ta t ion  throughout most-of  t h e  programs fol lows t h a t  shown 

The 

. . ’ 

in Figure C-1 and t h e r e f o r e  it is possiSle t o  follow t h e  . 

flow of the programs without  being familiar wi th  t h e  language, 

To use t h e s e  programs t o  assist i n  t h e  eva lua t ion  of a s i g n a l  

set it is only necessary t o  change t h e  or thogonal  func t ions  

i n  t h e  program t o  the  d e s i r e d  set and change t h e  system . 

parameters.  

ceded by a d e s c r i p t i o n  of t h e  purpose of t h e  program and’  

how t h e  program can be adapted io another  ‘set of func t ions .  

I.n t h i s  c o l l e c t i o n  each’program w i l l  be pre- .  

The p r i n t o u t  on page 107 is t h e  DSL-90 deck which must go 

before t h e  main program deck. 
. 





T i t l e  : Periodic Function Frequency D i s t r i b u t i o n  

The Real Exponen t i a l  Set 

This program is u s d  to calculate the F o u r i e r  coef- 

f i c i e n t s ’  of each orthogonal f u n c t i o n  and i h e  composite wave- 

form. The program notat ion is r e a d i l y  i d e n t i f i e d  because of 

the s$mil .ar i ty  to the 6otation used. in many t e x t s ,  

,T * 

. .  

This program yields the information necessary ta determine 

signal bandwisth in order to compare the bandwidth with t h a t  

of other  s i g n a l s  or to use to c’lesign a channel  f i l t e r .  In. 

order to use this prog’ram to kaleulate t h e  bandvid th  of 

another signal set it is necessary to change O R P I ,  ORF2,  OIP3p 

and change the cocff ic icnt  values and the period T on t h e  

param card. 





! 

' .  
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* .  Program 2 

the power spectral d e n s i t y  is calculated for an orthogonal 

set. Both C and C squared are printed for  several  values of 

. . N. This program i s  w r i t t e n  to also evaluate the effect of 

multiplying the orthogonal s e t  by another function which is 

in t h i s  case the Gaussian function, 
m 

( C - 5 )  

The advantages are recluccd peak-to-average power rcquire- 

ments and reduced bandwidth. The  value of the Fourier coef- * 

ficicnts for the product  function are C I  and CSQM, or C 

rnoGifiec? and C2 modifier!. This program provides a p r i n t - o u t  

of the values of FMT and FNTM, the product or modiEj.ed Cunc- 

t ion .  

t i o n s  it is  necessary to substitute the & s i r e d  orthogonal 

. .  

In order to use this program to'evaluate othcr func.- 

'functions and the impovement factor f u n c t i o n  p(k)  = y 1  

for the present sett and change the values on the param card. 



1 
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. 
.. 

Program 3 

. . '  
. .  

, r  . .  

Steady State 

. .. : BoXynamia5 .'S,;gnals and Channel Filter , 

program ,goes,.through: huveral cycles and more can easily 

, 

be addcd,:using the Ti-Kle,  Contin, and Param cards a s  

exanplcsc *.A more ~co~vpXex f i l t e r  can be used ( for  example, 

an n *stage R ~ ~ $ t c r w o k k h ,  etc . )  to test any. design. DSL-90 

L 

. .  

' .  
. .  . .  . .  

. .  . .  . .  

. . .  . .  . .  
. .  . .  

, * _  , .. , .  . , 

. .  
I . .  * 

- .  - .  
. .  .. . . .  . 

. . . .  . " . . .  
.. . , 

. . r '  . _  . _  
. *  . .  . .  .. . 

. .  
. .  

. ... . .  
. "I 

. -  

1 .  . 
* . 

.I . 
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Program 5 t 
i .  i 
i . .  

Title: Distortion Due to Amplitude Limiting t 

This prograd is used to calculate the distortion . .  

. I  caused by limitin3 the maximum swing Q €  the ssmposite 

function FMT (oeten called clipping) to specific values. 

In order to use this program with other €unctions it is 

necessary to change the orthogonal funct ions (ORF1, etc.) 

. 1 .  . .  
i .  

and 

. .  

the "contrln and "Faxam" cards. 
i 

I .  



, 



.. 
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Program 6 
' 8  

Qthomux System 'with Additive Gaussian Noise 

This program is writ ten  i n  order to i n s e r t  random 

numbers i n t o  t h e  channel with a Gaussian amplitude 

. .. dis tr ibut ion  and t h e s e . v a l u e s  are added to the s i g n a l  - .  
_ .  I 

. .  value, As would be expected, the  orthomux system is  not 

affected much by t h i s  type interference ,  but it i s  an 

i n t e r e s t i n g  use of the  d i g i t a l  computer. 

t h e  program is  changed by 'modiEying the "param," "contrl ,"  

As before,  . .  

"const" and orthogonal function sards.  . > .  I 

. .  . 

' .  . 
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i APPENDIX D 

PROPERTIES OF THE PHASE ERROR OF THE OUTPUT 

OF A SECOND ORDER PHASE LOCKED LOOP 

In many practical situations it is desired to detect 
a pure sinusoidal waveform in the presence of white Gaussian 
noise and,other interfering signals. The best known prac- 
tical technique for doing this is to use a second order 
phase lock tracking loop. The tracking loop is a closed 
loop servo system whose operation on the signal is analogous 
to that of a narrow band-pass filter. The theory of opera- 
tion of such loops is thoroughly discussed in Gardner and 
Kent (1967) and Viterbi (1966). The statistics of the output 
phase error of a loop O E ,  where e E  is the difference in phase 
between the sinusoidal signal being observed and the loop's 
estimate of the signal's phase is not known exactly. Viterbi 
(1963) has approximated the probability density function of 

by 

where a is the signal-to-noise ratio in the bandwidth of the 
loop and IO is the zeroth order modified Bessel function. 
Recently published results (Charles, 1966) of experimental 
tests have shown Viterbi's formulation to be very accurate. 
Viterbi (1966) has calculated the mean and variance of 8 
however, in the study of the performance of receivers with 
noisy phase references, it is also necessary to know the 
mean and higher order'moments of cose . 

The calculation of the moments of coseE is greatly sim- 
plified if the probability density function of B E  is expressed 
in series form by making use of the following identities from 
the theory of Bessel functions (Gradshteyn and Rhyzik, 1965) 

and 
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where i = 4-1, and In and J are the ordinary and modified 
Bessel functions respectiveyy of order n. Using the above 
identities in Equation(D-1) yields after some manipulation 

00 

{IO(a)+2 1 Ik(CX)COSk8&) 03-41 
k=l P@&) = 2nIgo' 

The mean of cosOEl E{cosO&} is 

which can be integrated to yield 

The second moment of coseE is 
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The variance of  COS^^, ocOs8& , using Equations 
(D-7) is seen to be 

(D-6) and 
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i APPENDIX E 

THE PROBABILITY DENSITY FUNCTION OF A PHASE SHIFT KEYED 

SIGNAL WITH A RANDOM PHASE IN THE 

PRESENCE OF WHITE GAUSSIAN NOISE 

Consider a communication system where the transmitter 
inserts one of two equally likely waveforms s 1  (t) or s2 (t) 
into a channel during the period (tO,to+T). Let the channel 
shifts the carrier phase by an unknown amount 6 .  
Gaussian noise, n(t), of known covariance is added to the 
signal. In order to determine the optimum receiver structure 
for this system it is necessary to compute 

In addition, 

P(?ili) (E-1) 

the probability density function of the received signal given 
a phase shift 8; 

can be written as 
According to the law of total probability, Equation (E-1)  

3 -  + -  + -  P(Rle) = P(sl)P(Rle,sl) + P(S~)P(R~B,S~) (E-2) 
3 "  

where p(sl) is the probability of cqoosing SI (t) and p(R18,sl) 
is the probability distribution of R given that s (t) wa? 
chosen and that there is a phase shift e. Since $1 and s2 are 
assumed equally likely, Equation (E-2) can be written as 

- 
Assume that it is known that si=sl, 8=8 and that the receiver 
obtains r samples of the received signal in the period 
(tO,to+rAt) where rAt=T. Now let 

3 
R = [ R(tO+At) ,R(t0+2At), . . . ,R(to+rAt) ] 
8 = [ n (to+At) ,n (t0+2At) , . . . ,n (tO+rAt) ] 

(E-4 1 

5 = E d =  sin(w(to+At)+e),dm sin(w(to+2At)+e) ..., 
... m.sin(w(to+rAt)+8) I . 
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with zero 
the noise 

If the noise samples are assumed to be jointly Gaussian 
mean, the joint probability density function of 
samples can be written as 

where N"T denotes the transpose of the vector 8 and Qkk is 
the covariance matrix of the noise samples, that is 

- 
'kk - 

@11..........@1k- ................ ................ ................ 
, @kl ......... "kl 

where Qi. = E{nit+iAt)n(t+jAt)) 
and wher2 E{x) denotes the expected value of x. Since 

3 R = 5 + 8  

03-61 

3 3  where 5 is known it follows that p(R1.S)  is jointly Gaussian 
with mean 5 and covariance Qkk. That is 

Equation (E-8) can be rewritten as 

where C is independent of 8 

(E-9 

(E-10) 
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where 

Then 

(E-12) 

or 
k 

j=1 
+ +  

p ( R I S )  = C exp 1 J Z  sin(w(to+jAt)+B)g(to+jAt)At (E-13) 

and r (E-14)- 
R(to+jAt) -m sin(w(to+jAt)+e) = 1 Qjkg(to+kAt)At 

k= 1 

If the sampling'interval At becomes arbitrarily small and r 
becomes arbitrarily large, so that the samples become dense 
in the interval and if the limits of the summations of Equa- 
tions (E-13) and (E-14) converge, then these Equations con- 
verge to 

to+T 
~ ( $ 1 8 )  = C exp I J2E sin(wt+B)g(t)dAt 

t o  

and 
to+T 

R(t) - sin(wt+B) = I @(t-x)g(x)dx . 
If the noise is assumed to be white then 

(E-15) 

(E-16) 

(E-17) 

where NO is the one sided noise spectral d-ensity of the noise. 
Equation (E-17) then can be written as 

R(t) - sin(wt+B) = No/2 g(t) . (E-18) 
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Substitute Equation (E-18) into (E-15) to obtain 
(E-19) to+T 

3 - f  p(RIS) = C exp 2/No I IR(t)-m sin(wt+B) IJE sin(wt+B)dt 
to 

which can be rewritten as 

(E-20) 
to 

to 

to+T 
- 2E/Noj sin2 (wt+e)dt) . 

The last term of Equation (E-20) may be integrated to 
yield 

sin2 ( w  (tO+T)+O) -sin2 (wt0+0) to+T 
w [ sin2(wt+0)dt = T/2- 

to 
(E-21) 

If w>>l the last term of Equation (E-21) 
and Equation (E-20) may be written as 

is independent of 0 

(E-22) 

where C1 is independent of 8 .  
Likewise 

t +  
p(;)R18,13~) = Clexp -- 2a Io TR(t)sin(wt+O)dtl . 

N o  to 
(E-23) 

Substituting Equations (E-22) and (E-23) into Equation (E-2) 
yields - t +  

~ ( $ 1 0 )  = Cllcosh - 2G Io TR(t)sin(wt+O)dt (E-24) 
No to 

where Cl is independent of e .  


